
4142 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 68, NO. 10, OCTOBER 2021

Real-Time Downsampling in Digital Storage
Oscilloscopes With Multichannel Architectures

Ettore Napoli , Senior Member, IEEE, Efstratios Zacharelos , Mauro D’Arco , Senior Member, IEEE,

and Antonio Giuseppe Maria Strollo , Senior Member, IEEE

Abstract— Digital Storage Oscilloscopes (DSOs) conjugate high
performance with large number of features and flexibility. The
basic structure, based on fast Analog to Digital Converter (ADC)
and memory, is augmented with several components for channel
matching and bandwidth improvement, and processors that
provide visualization, frequency processing, jitter and stability
measurement, etc. Unfortunately, fine resolution in sample rate
selection is not available, such that for several applications the
user must run complex measurement procedures that require
data download and offline processing. The paper proposes a
dedicated digital circuit that offers fine control of the time-base by
real time downsampling the input stream at an almost arbitrary
sampling rate. The proposed circuit implements a series of
operations involving real-time data filtering, defragmentation and
packing, which are not considered by alternative approaches,
like those based on polyphase filters, that offer very limited
choices for the sampling rate. The circuit is designed to work
in conjunction with the highest performance DSOs that use a
multichannel architecture. Design rules for circuit design are
provided together with implementation results in 14nm FinFET
technology. When designed for an architecture with 64 channels
with 8bit input samples the circuit works in real time with a
sampling rate of 220 GSps running at 3.42 GHz, with a silicon
footprint of 0.17 mm2 and a power dissipation of 0.85W.

Index Terms— Digital circuits, signal sampling, oscilloscopes,
digital filters, interpolation, parallel processing, data storage,
storage management, resampling, digital storage oscilloscope.

I. INTRODUCTION

STATE of the art circuit design and test requires state
of the art measurement systems that match or overcome

the speed and the bandwidth of the designed circuits [1].
Digital Storage Oscilloscopes (DSOs) are the backbone of
circuit testing and need to provide always higher bandwidth
and resolution to allow the measurement of newly designed
circuits [2], [3].

The scientific literature routinely reports the advancements
in DSO technologies. Most of them leverage on the capabilities
of digital circuits, to extend and/or improve the functionalities
of this general-purpose instrument. Various contributions deal
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with the very complex software structure of the instruments
that are equipped with complete operating systems and a
series of dedicated software modules, [4]–[6], while other
research activities are oriented to the whole circuital structure
of the DSO, [7]–[23]. Many papers study and improve the
front-end of the DSO as this is the portion that determines the
sampling rate and the bandwidth, [7]–[11]. Other contributions
propose various sampling methods and real-time or off-line
processing that, exploiting the peculiarities of the signals and
the front-end, allow an extension of the bandwidth or an
improvement of the resolution, [12]–[19]. The scientific liter-
ature also provides complete DSO circuits either implemented
with FPGA, microcontrollers, or general purpose processors,
[20]–[22], or analyzes the possible structures in terms of
performance, [23].

An up-to-date single acquisition channel of high-end DSOs
offers up to 33 GHz input electrical bandwidth and 100 GSps
maximum sample rate (Tektronix DPO/MSO 73304DX oscil-
loscopes offer 33 GHz bandwidth and 100 GS/s maximum
sample rate [24], while Teledyne-Lecroy WaveMaster 830Zi-B
offers 30 GHz Bandwidth, and 80 GS/s maximum sample
Rate [25]). Patented technologies that exploit a combination
of channel resources, such as Asynchronous Time Interleaving
(ATI) or Digital Bandwidth Interleaving (DBI), attain input
bandwidth up to 70 GHz and sample rates up to 160 GSps
(ATI), or bandwidth in excess of 100 GHz and sample rates
over 240 GSps (DBI) [26]–[29].

The focus of this paper is on the traditional time interleaving
(TI) technology, which is the pioneering technology exploiting
channel resources combination; its bandwidth performance is
limited by the baseband nature of the digitizing system. DBI
and ATI technologies introduce heterodyning to support band-
width extensions: DBI uses asymmetrical channels requiring
synchronization and massive processing that impact complex-
ity and cost of the DSO, whereas ATI deploys a compact
and low noise architecture whose bandwidth performance is
intermediate between TI and DBI technologies.

In time-interleaved structures, [30]–[37], in simple terms,
L (8 to 48) ADCs acquire the input signal at the same
rate (up to 5 GSps), with a time-offset equal to 1/L of the
sample period, so that the aggregate throughput is L times
the sample rate of the individual ADCs. The general structure
of the processing chain, for a single channel, of a DSO is
shown in Fig. 1. Each ADC in a time-interleaved structure is
complemented with an ASIC to carry out real-time operations
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Fig. 1. Typical structure of the acquisition channel of a high-performance DSO. A given DSO could have different bus width toward the acquisition memory
and/or the DEMUX positioned before the proposed IC. Capabilities and complexity of each element is widely changing depending on the brand and the
performance.

on the sample stream. The ASIC implements the time-base
of the DSO that allows a (coarse) selection of the sample
rate through real-time decimation, i.e. by downsampling by
an integer factor the sample stream at the highest sample rate.
In more advanced solutions, it even includes several hardware
machines that enable a variety of real-time functions and
support alternative acquisition modes such as peak detection,
high-resolution, averaging, etc. Generally, the ASIC is in
charge of critical processing operations that need real-time
constraints but affords only a small part of all processing
required in DSOs, that involves streamline calibration, dis-
play operations, and waveform math functions ranging from
immediate measurements to more complex algorithms like
FFTs. Such additional processing is carried out by means of
server-class multi-core processors, or FPGA circuits (advanced
trigger detection) integrated in the instrument. The typical
processing chain often includes a DEMUX that interfaces the
ASIC with the acquisition memory and balances between the
fast rate of ADCs and the ASIC with the slower access rate
of the acquisition memory. Namely, the DEMUX retrieves the
samples from ASIC, collects them into bunches, and writes
single bunches with memory accesses at a slower rate.

Hereinafter, the attention is paid to the limits of the time-
base system implemented at the very heart of the digitizing
system in DSOs, namely at circuit level by the ASIC. The
main intent of the work is to improve the time-base that at
present offers only a discrete set of sample rates rather than
continuously variable control. Note that fine control of the
time-base has always been a critical issue. Manufacturers of
analog oscilloscopes allowed the user to dispose of a limited
set of calibrated settings or use a continuously variable control
(accepting uncalibrated speeds), whereas, in early DSO mod-
els, they offered the possibility of using an external frequency
variable clock to drive the time-base circuit within limited
frequency ranges, warning the user that the overall system
accuracy was no more granted by the specifications declared
in the DSO documentation. The reader interested to further
investigate time-base issues in DSOs is addressed to [38]–[44].

As previously stated, modern DSOs use a digital circuit
deployed between ADC and acquisition memory to seamlessly
decimate the digitized signal. Decimation consists in singling
out one among N consecutive samples from the ADC sample
stream, where N is the decimation factor. In this way the
ADC operates at the fixed maximum frequency, whichever the
sample rate selected by the user. The rationale for this widely
adopted design choice is substantially related to a couple of

benefits. Specifically, the use of a fixed reference frequency
simplifies buffer design and memory access rate regulation
needed for the data transfer from ADC to acquisition memory.
Also, the jitter performance is made independent of the chosen
sample rate. This approach however prevents an optimal usage
of the memory resources and control of the time interval
capture, since it does limit the possible choices of the sample
rate, which are typically constrained to a few values per
decade. In other terms, the decimation logic adopted in ASIC
appears restrictive when the user needs real-time control of
the time interval capture in waveform analysis. For instance,
rigid sample rate selection prevents setting coherent sampling
in the analysis of steady alternate waveforms, as well as
precludes fine control of the frequency span and resolution in
FFT analyses, which claim for sample rate adaptation through
off-line processing. On the counterpart, the decimation logic
is rewarding in terms of sampling jitter containment: as a
matter of fact, the performance granted by time base systems
operating with variable frequency clocks is by far inferior to
that of systems with fixed frequency clocks; at the state-of-the-
art, the latter can assure 100 fs rms (typical) timing jitter, i.e.
0.2% of a clock period at 5 GHz. This is the typical sample
clock jitter specified by the Oscilloscopes Teledyne-Lecroy
Wavemaster 8 Zi B 4–30 GHz, [25].

A proposal to enable an almost arbitrary selection of the
sample rate in DSOs is therefore presented in this paper. It con-
sists in real-time downsampling the ADC output stream by an
arbitrary non-integer factor, and it is implemented by means of
a digital circuit that improves the processing capabilities of the
ASIC. It should be noted that the proposed circuit is conceived
as an add-on for the existing processing machines. It does not
perform by itself the streamline calibration operation aimed at
mitigating the static interleaving mismatches, which is carried
out by other DSP machines.

The proposal is inspired by a previous research work that led
to the realization of a digital circuit capable of downsampling
by a non-integer factor the stream of an individual channel at
a maximum clock frequency up to a few GHz [45]–[47]. Such
circuit uses a finite impulse response filter with dynamically
varying coefficients and an effective strategy to occasionally
discard samples for reducing the sample rate. The circuit
proposed in this paper is however completely different being
oriented to a system based on many interleaved ADCs (chan-
nels from now on). The multi-channel architecture needed
the circuital implementation of a novel algorithm, as will be
shown in the following, that requires the complex phases of
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defragmenting and packing, placed after the not trivial linear
interpolation. In addition, the proposed circuit allows a sample
rate that overcomes the needs of the high-performance DSOs
available to date.

Sample rate selection could be implemented exploiting
conventional resampling techniques such as interpolation or
polyphase filters that counteract aliasing effects by means of
explicit or implicit low pass filtering operations. Unfortunately,
the direct hardware implementation of both approaches is only
effective if the resampling factor is fixed, whereas it becomes
cumbersome or impossible if the resampling factor is selected
ad lib, since different sample rate selections require different
circuit layouts. More in detail polyphase structures represent
a standard solution for fixed sample rate conversion and
would finely match the parallel structure of time interleaved
ADCs, but they are unfeasible for the considered application,
where the user can make arbitrary selections of the sample
rate, each one requiring a different structure. Alternatively,
programmable components, such as FPGAs, could be used
to adapt the polyphase structure to the user required sample
rate but they offer insufficient speed and put limits on the
selectable sample rates, excluding all the settings demanding
polyphase structures that exceed the available resources. Artifi-
cial intelligence-based approaches have also been successfully
adopted to cope with resampling tasks [48], [49]. Unfortu-
nately, their typical computational burden requires massive
resources and, most importantly, the paradigm underneath their
operation principles lacks the determinism which is required
in measurement instruments.

The proposed circuit exploits instead original approaches
that allow: parallelizing the serial computation presented
in [45]–[47]; distinguishing valid from dummy samples in the
raw bunches collecting the time-interleaved ADCs outputs;
defragmenting the raw bunches and compacting valid and
invalid samples in separate bunches of fixed size; discarding
the invalid bunches while saving the valid ones in the acqui-
sition memory.

The proposed circuit has real-time performance, hence pro-
duces no impact on the capture rate, differently from software
post-processing, which involves detrimental blind intervals.
Moreover, it can grant the jitter performance of the internal
clock to all the selectable sample rates.

The paper is organized as follows. In Section II the resam-
pling algorithm is presented while Sections III and IV describe
the proposed circuit and detail its performances.

II. RESAMPLING ALGORITHM

In the proposed system, the resampling algorithm receives,
at any clock tick, a bunch of L samples, each one on 8 bits,
where the clock rate is the one of the time-interleaved ADCs,
i.e., fck (period Tck). The output is a version of the input
signal resampled at a sample rate fs = C fck , where the
resampling factor C is an arbitrary (within the limits of the
numeric precision detailed in Appendix II) fractional value in
the interval [1/2, 1) selected by the user, [45]. It is produced as
a sequence of valid bunches, which are saved in the acquisition
memory, and invalid bunches that are instead discarded, thus
lowering, as required, the sample rate.

It is worth noticing that resampling is usually performed
after low-pass filtering/interpolation operations aimed at coun-
teracting the aliasing effects. For a digital input spectrum
X (v), where v is the frequency in hertz normalized to fck ,
the resampled version, Z(v), characterized by sample rate Cfck ,
can analytically be described as:

Z (v) =
∑∞

p,q=−∞
1

C
sinc2

( v

C

)
X

(
v − p

C
− q

)
(1)

where 1
C sinc2

(
v
C

)
accounts for the low-pass filter effect due

to the linear interpolation. From (1) the alias-free version of
the resampled signal is obtained using p = q = 0, whereas
all the combinations satisfying |p − Cq| < C single out and
permit quantifying the alias contributions that fall within the
bandwidth of the signal. Equation (1) permits to quantify the
typical strength of the alias contributions and show that they
are generally comparable to the quantization noise floor of
an 8 bit digitizer. Furthermore, it can even be shown that the
effective number of bits of the digitizer (ENOB) improves
with respect to the nominal number of bits when the input
frequencies are substantially lower than the analog bandwidth
of the digitizer. The improvement is an effect of the low-pass
filter implicit in the interpolation that restricts the acquired
bandwidth and thus the quantization noise. In fact, the low-
pass filter due to linear interpolation is characterized by a
3 dB attenuation bandwidth that is only 64% times fck . But,
as the input frequency approaches the upper limit of the
Nyquist bandwidth, i.e. for C approaching 1, the performance
of the linear interpolator decreases, such that the use of the
resampling approach could be unsuitable for the measurement
goal according to the requirements in terms of ENOB. A more
detailed analysis of linear interpolators performance is given
in [47].

Fine sample rate selection can be straightforwardly extended
by combining the hard decimation (by integer value) capability
of the ASIC with the operation of the proposed circuit.

The algorithm is illustrated in the following by firstly
recalling the single channel algorithm presented in [45]–[47],
and then detailing the operations of the multichannel algo-
rithm that develop through three stages named: interpolation,
defragmentation, and packing.

A. Single Channel Algorithm

The single-channel algorithm reads one sample at its input
and writes one sample at its output, as illustrated in [45]–[47]
where it is shown that the algorithm and the architecture are
feasible, but the maximum clock frequency is limited to a few
GHz, hence the sampling rate is in the GSps range.

The circuit implementation of the single channel algorithm
is shown in Fig. 2. It is a FIR filter with time variable
coefficients (vcFIR) that processes the digital signal x(n)
deriving from the ADC, and produces the output, y(n). The
linear interpolation provides a good compromise between
performances, which enlist both accuracy of the output results,
costs of circuitry resources, and feasibility of the resam-
pling scheme, [47]. Therefore, the value y(n) is the linear
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Fig. 2. Single channel architecture proposed in [47]. Blue rectangle: updating
of a signal. Green rectangle: updating of the memory pointer. Red rectangle:
linear interpolation (FIR block).

interpolation of the samples x(n) and x(n − 1):

y (n) = (1 − a (n)) x (n) + a (n) x(n − 1) (2)

where a(n) is a time-varying coefficient, normally in the range
[0, 1). This coefficient quantifies in Tck units the time delay of
the system clock tick that follows the sampling instant required
by the selected sample rate fs . It is computed recursively at
every clock cycle defining:

d = C−1 − 1 (3)

(C is the chosen resampling factor) and decrementing a (n):

a (n) = a (n − 1) − d (4)

but, if the accumulated subtractions have produced a negative
value for a (n − 1), the decrement is skipped, and the current
coefficient is obtained incrementing by 1 the negative value:

a (n) = a (n − 1) + 1 (5)

thus restoring a (n) to its normal [0, 1) range and connotation
as a time delay. This case is referred to as an exception.
In fact, negative values for the coefficient a, occur anytime a
couple of consecutive system clock ticks fall within the same
sampling interval, i.e. anytime that a clock tick expected after
the sampling instant leads instead that sampling instant, such
that a negative delay is returned by the recursive formula. All
the samples, y (n), returned by the circuit in the presence of a
negative coefficient, are invalid and not saved in the acquisition
memory, thus creating a lower rate stream and saving memory,
while the rest of them form the valid downsampled signal.
Specifically, the circuit manages the acquisition memory by
means of a pointer that is always incremented by one, except
for the cases that follow a negative a coefficient (exceptions).
The invalid samples calculated using a negative a coefficient,
are thus overwritten, whereas the valid samples are stored in
consecutive locations in the memory.

B. Multichannel Algorithm

The multichannel architecture receives a bunch of L samples
deriving from the ADCs at the system frequency fck and
produces a bunch of L interpolated samples at the same
rate. To cope with the lower rate of the output stream,
the multichannel architecture provides, with a certain pace,
an invalid bunch that is not saved into the memory.

Fig. 3. Parallel channels generating the a-sequence. The figure shows the
behavior of L channels for k clock cycles. Each channel must calculate
a (L + i) from a (i) without waiting for the calculation of a (L + i − 1).

In order to implement the downsampling operation in the
multichannel architecture, one vcFIR filter for each of the L
channels, is necessary. Furthermore, suitable solutions capable
of considering both the time varying character of the coeffi-
cients and the need for disposing of the invalid samples must
be defined. These solutions should update in real-time the
coefficients of the vcFIR filters deployed on each individual
channel and dedicated to the interpolation task, defragment
each bunch singling out the invalid samples, assemble valid
and invalid bunches in a sequence, such that discarding the
invalid bunches permits downsampling the input bunched
stream.

A diagram of the proposed algorithm can be seen in the
actual circuital implementation shown in Fig. 7. The multi-
channel algorithm is composed by i) interpolation: operates
in parallel on a bunch of samples and produces a set of
interpolated valid and invalid samples; ii) defragmentation:
operates on the set of samples sweeping on one side the invalid
samples; iii) gluing: counts the number of valid samples
in a set and provides this information to the next phase;
iv) packing: operates on three sets of defragmented samples
after gluing to pick the valid samples and generate a set of
all-valid or all-invalid samples.

1) Interpolation: In the multichannel version an interpo-
lated sample is calculated following the principle adopted
in the single channel system, thus calculating the value of
the time-varying coefficient a (n) and using (2) to calculate
the output, y (n). The discrete time variable n stems the
samples characterized by sampling rate L · fck (sampling
period, Tck

/
L), where fck is the sampling rate (Tck sampling

period) of each channel.
Each channel is responsible for producing the correct value

a (n) which follows the value a (n − 1) calculated by the
adjacent channel, as explained in Fig. 3, and combining the
samples x (n − 1) and x (n). But, since parallelism is of
the essence, each channel cannot wait to pick-up the value
a (n − 1) produced by the adjacent channel to determine
the required value a (n). Therefore, each channel must be
configured to work as an independent channel.

To this end, the initial set of coefficients for the discrete time
instants ranging from 1 up to L, i.e. {a (1) , . . . , a (L)}, needed
by the L channels to elaborate the first bunch of samples,
is calculated in advance according to the settings on the desired
C value made by the user. A detailed explanation on how to
calculate the initial set of coefficients is in the Appendix I.
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Once the initial set of coefficients is configured and given in
input, the interpolation algorithm is responsible for carrying
on and calculating the next sets for the elaboration of the
following bunches. Each channel must produce a value for
the coefficient a that is L steps ahead just exploiting the
current value it holds. Using the discrete time variable k to
stem the samples characterized by the sampling rate fck of
each channel, and the parameter l ∈ [1, . . . , L] to address the
generic channel one has:

a (kL + l) = a ((k − 1) L + l) − (L − m) d + m (6)

where d is the decrement to be applied defined in II-B
(0< d ≤1), and m is the number of exceptions occur-
ring in the interval delimited by ((k − 1)L + l) Tck

L and
(kL + l) Tck

L . The applicability of (6) relies on the capability of
recognizing the number of exceptions, m, in the sub-sequence
made up of the L values following a ((k − 1)L + l).

The approach implemented by the algorithm considers that
the average number of exceptions in each bunch is given
by L (1 − C), that in general has both integer and fractional
parts: for instance, for an architecture with L = 4 channels
using a resampling factor C = 0.70, one has 1.2 exceptions
per bunch on average. Exceptions detected at run time in an
L-subsequence will be on some occurrences equal to:

M = �L (1 − C)� (7)

and on the remaining ones equal to M – 1, such that the
variable m can take only two values for any selection of
the resampling rate, namely {M − 1, M}. Intuitively, if the
coefficient a((k − 1) L + l) evaluated by the l-th channel,
approaches zero, it is understandable that the next exception
is close enough so that there is enough space for M excep-
tions; on the other hand, if a((k − 1) L + l) is close to one,
the next exception is far enough so that there is only room for
M - 1 exceptions. To recognize the number of exceptions in
a deterministic manner and calculate the coefficient a(kL + l),
a threshold is introduced:

T H = [L − 1 − (M − 1)] d − (M − 1) (8)

which quantifies the total decrement that is applied to the coef-
ficient a((k − 1) L+l) through L−1 subsequent steps, in pres-
ence of M − 1 exceptions. If the coefficient a((k − 1) L + l)
is below the threshold there are M exceptions through the
following L steps, otherwise the L-th step is not an exception,
and only M − 1 exceptions are present through the following
L steps. More in detail, the algorithm calculates beforehand,
according to the settings made by the user, two quantities:

inc_m = − (L − M + 1) d + M − 1 (9)

inc_M = − (L − M) d + M (10)

and, as required by (6), if a((k − 1) L + l) ≥ T H adds
to a((k − 1) L + l) the quantity inc_m, otherwise inc_M
is added. A numerical example shown in the Appendix I
is provided to clarify the coefficients update process of the
parallel interpolation algorithm.

With the correct values of a (kL + l), each channel cal-
culates the interpolated sample, y (kL + l), using (2). The

Fig. 4. Defragmentation algorithm. The interpolation channels produce
scrambled valid (green) and invalid (red) samples. Defragmentation separates
them so that invalid samples are at the top and valid at the bottom.

couple of consecutive samples, x (kL + l) and x (kL + l − 1)
needed in input to the interpolation is normally fetched from
the bunch of x samples, {x (kL + 1) , . . . , x (kL + L)}, that
arrive from the ADCs. The only exception is for channel one
that requires x (kL + 1) and the L-th sample of the previous
bunch x ((k − 1) L + L). The algorithm thus requires storing
the L-th sample of each input bunch to process the following
bunch.

The algorithm produces at each clock tick a struc-
tured array, in which each sample of the output bunch,
{y (kL + 1) , . . . , y (kL + L)}, is labeled with a Boolean flag,
set true if the sample is invalid and as such to be discarded
at the memorization stage. The structured array is hence
processed by the defragmentation and packing algorithms.

2) Defragmentation: The structured array is processed by
the defragmentation algorithm that sweeps the invalid samples
at the top of the array, leaving at the bottom the valid ones.

The defragmentation algorithm consists of so many identical
steps as the maximum number of exceptions that could appear
in L channels for an arbitrary selection of the resampling factor
C in [1/2, 1), which is equal to

⌈
L
/

2
⌉

(rounding to the upper
integer). At each step, the lowest location hosting an invalid
sample is detected, and all the samples that are above the
aforementioned location are shifted down, while the topmost
location, which is freed up by the downward shift, is marked
as invalid, thus keeping constant the number of invalid samples
in the array; the example given in Fig. 4 clarifies the described
approach. Let us assume an architecture with L = 6 channels.
The maximum number of exceptions that could be present is⌈

L
/

2
⌉ = 3, consequently, a structure with 3 stages is required

for defragmentation. Fig. 4 considers an array that contains
four valid samples, shown in green, and two invalid samples,
shown in red. The array elements are enumerated from bottom
to top correspondingly to the interpolation channels. During
the first step the invalid sample that derives from channel 3 is
identified and the data above channel 3 (channels 4 to 6) are
shifted down while the location corresponding to channel 6 is
marked as invalid (and filled with zero, as these data are not
used). At the second stage the process similarly addresses the
sample in the fourth location of the buffer. The last stage leaves
the samples unchanged; it is necessary in case the resampling
factor selected by the user produces 3 exceptions in a bunch.

The following packing stage requires the knowledge of the
number of valid samples in each bunch. Counting the valid
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Fig. 5. Example of the Packing algorithm. S2, S1 and S0 are combined to
form an output of L valid (colored), or L invalid (black) consecutive samples.
The first column indicates the clock ticks.

samples in the bunches is straightforward from the algorithmic
point of view but requires an additional circuital stage that in
Section III is named ‘Glue’.

3) Packing: Packing is obtained implementing a queue
that manages three consecutive defragmented bunches and
arranges, at each clock tick, one output, containing a bunch
of L valid or L invalid samples and a related Boolean flag;
the released bunch is substituted by a new bunch from the
defragmentation unit according to the logic of the queue, while
the two partially elaborated bunches move forward through the
queue.

The operation principle of the packing algorithm can be
illustrated as follows. The bunches in the queue are named
S0, S1 and S2, where S0 is the bunch that just entered, and
S2 is the bunch to be released. S2 might contain valid samples
or not. In the first case, the output bunch is formed taking
the valid samples available in S2 and as many valid samples
as needed to complete a valid bunch made up of L samples
from the bunch S1, and if S1 can provide only a part of
them, the rest is taken from S0. In the second case, the same
S2 bunch is returned as output marked as invalid.

For the sake of clarity more details related to the operation
of the algorithm are given in Fig. 5, where an architecture with
L = 6 channels and a resampling factor C = 0.75 are consid-
ered. Each defragmented bunch carries some valid samples,
highlighted with colored circles, and some invalid samples,
highlighted with black circles. The graphic shows the bunches
in the queue for 5 consecutive clock ticks, enumerated from
1 to 5 in the leftmost column. Row 1 in Fig. 5 shows bunch
S0 with 4 valid samples, S1 with 5 valid samples, and S2 with
4 valid samples, and makes clear that at the first clock tick
the output is composed using the 4 valid samples of the oldest
bunch in the queue, S2, and 2 out of the 5 valid samples in
S1. At the next clock tick, illustrated by row 2, the bunches
S0, S1, and S2, are updated such that they contain 5, 4,
and 3 valid samples, respectively. Notice that apart from the
incoming bunch, S0, bunch S1 contains the valid samples that
were in S0 and have not contributed to the valid output at
the previous step, and bunch S2 contains the valid samples
that were in S1 and have not been used to generate the valid
output, because in excess of need. Hence, at the second step,
the output is composed by 3 samples from S2 and 3 samples
from S1. At the third step, illustrated by row 3, the bunches
S0, S1, and S2, contain 4, 5, and 1 valid sample, respectively.
A valid output is assembled taking 1 sample from S2 and
5 samples from S1. At this step all the samples of S1 are
required, so that at the next step bunch S2, will have no valid

Fig. 6. Resampling algorithm. Example of defrag and packing steps. Colored
circles correspond to valid samples. Black circles to invalid samples. Six
consecutive outputs can be observed for each step of the algorithm.

samples. At the fourth step, illustrated with row 4, S0, S1,
and S2, contain 5, 4, and 0 valid samples, such that, bunch
S2 with no valid samples is returned marked as an invalid
bunch of samples.

The selection of a resampling factor C in the interval
[1/2, 1) assures that at least one every other bunch is valid, and
that a queue managing three bunches in the packing stage is
sufficient to assemble at each clock tick an output bunch with
L valid or invalid samples, whichever the number of channels
in the architecture. This can be proved observing that each
defragmented bunch arriving to the packing stage as bunch
S0, carries at least

⌊
L
/

2
⌋

valid samples. The most critical
scenario happens when there is the minimum number of valid
samples in the queue, which consists in having bunch S2 with
no valid samples and only one residual valid sample in S1, that
assures that S0 still contains at least

⌊
L
/

2
⌋

valid samples. The
algorithm then returns a bunch marked as invalid and loads a
new bunch S0 with at least

⌊
L
/

2
⌋

valid samples. It can be
shown that the number of valid samples in the queue is thus
L+1, which is sufficient to output a valid bunch and fall again
in the most critical scenario. The result is obvious in case L
is even, since bunch S2 has one residual valid sample, and
bunches S1 and S0 each have L

/
2 valid samples; it can also

be shown in case L is odd, by observing that the minimum
number of valid samples in the two consecutive bunches,
namely S1 and S0, must be expressed as

⌊
2L

/
2
⌋ = L.

Fig. 6 presents a summarizing schematic including the
described algorithms. A six-channels architecture and a resam-
pling factor equal to 0.75 are chosen. Notice how the bunches
are firstly defragmented and then packed to produce L valid
bunches 75% of the time, and L invalid bunches data 25% of
the time; no sample is lost during the process.

III. PROPOSED CIRCUIT

A digital circuit that implements the proposed algorithm has
been designed. The HDL code and the simulation environment
for the proposed circuits is available on CodeOcean to boost
scientific reproducibility, [50]. The architecture of the circuit is
in Fig. 7. It is composed of: Interpolation (composed by L time
varying FIR filters); Defragmentation (changes the order of the
samples to separate valid and invalid samples); Glue (calcu-
lates the number of valid samples in a defragmented block of
samples); Pack (collects the samples to obtain bunches of L
valid or invalid samples).

A. Interpolation Block

The first part of the circuit, the interpolation block, is shown
in Fig. 8. It is composed by the register that stores the xL

sample and L vcFIR circuits.
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Fig. 7. Architecture of the proposed circuit. The signals in the CONFIG box are calculated (as in Appendix I) and driven to the vcFIR during the configuration
stage. The bunches arriving from the ADCs are composed by L samples, {x1, . . . , xL } that are forwarded to the vcFIR circuit in couples. The register in
the interpolation block stores the xL sample needed by vcFIR1 to process the subsequent bunch. In the interpolation block, the input signal is processed by
L parallel vcFIR filters; In the defragmentation block valid and invalid samples are divided; In the glue block, the defragmented exceptions are converted to
the actual number of valid samples; In the pack block, valid samples are combined to form the output.

Fig. 8. Variable coefficient FIR (vcFIR) for one channel in Fig. 7. The circuit is replicated L times in the interpolation block of Fig. 7; Colored rectangles
correspond to pipeline registers (same color for the same level); Rectangles containing arithmetic operators and a number between angled brackets indicate
that the operator contains as many pipeline levels as dictated by the number.

The structure of the vcFIR is shown in Fig. 8. It is similar to
the single channel architecture of Fig. 2 presented in [46], [47]
but features many differences. An important difference is the
way a is updated. In the single channel architecture d is
subtracted from a, in every clock cycle, until a gets negative.
At that moment, a mux exploits the MSB of signal a to
determine the sign of a, and instead of yet another subtraction,
a unitary addition restores a to positive values.

The multi-channel version follows the same principle, but
since now a needs to be calculated L steps ahead, instead of
choosing between d and 1, the multiplexer chooses between
summing inc_m or inc_M , depending on the most significant
bit of a_T H (that is signal a minus the TH value), which
corresponds to its sign (see Section II.B.1). The circuit has also
been changed duplicating the adders to calculate in advance
the two possible results (loop split technique). In this way the
critical path includes only one adder instead of passing through
the subtractor and the adder.

Another key difference with the circuit in Fig. 2, is the use
of pipeline registers, that allow higher speed notwithstanding
the more complex structure. In the multi-channel version, as it
can be seen in Fig. 8, a total of twenty pipeline levels has
been introduced. Pipeline levels are also inside the adders
(4 or 5 levels) and the multipliers (3 levels). The pipeline
registers are depicted with colored rectangles in Fig. 8. Signals
are named according to the pipeline stage they are in. For
instance, signals between the red and blue lines of registers,
carry the subscript ‘1’. Signals between the blue and dark blue

registers carry the subscript ‘2’, and after that, ‘3’. After a,
the signal b is calculated by subtracting a from 1:

b1 = 1−a1 (11)

And the circuit performs the multiplications:
za2 = a2 · z (12)

xb2 = b2 · x (13)

Finally, the two products are summed and truncated to form
an 8 bits output sample:

y8 = za3 + xb3 (truncated to 8 bits) (14)

At the same time, the most significant bit of a, is carried
to the output (No_Mem3), to dictate invalid samples.

The pipelined adders and the subtractor at the input of the
circuit in Fig. 8, allow higher working frequencies. However,
they create a subtle problem. If they are reset to zero, they
provide the wrong a_TH, a_nxt_m, and a_nxt_M signals to
the MUX for as many clock cycles as the number of pipeline
levels. The MUX will then generate the wrong sequence
for signal a, thus jeopardizing the functionality of the entire
system. The solution of this problem is to reset the pipeline
registers of the adder that generates a_nxt_m to the actual
sequence of values that the normal operation would generate
(since a_TH is zero, the MUX continuously selects a_nxt_m
whilst the pipeline is being filled, so there is no need to
initialize a_nxt_M). Thus, additional values for init_a are
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calculated in advance following the algorithm detailed in
Section II and in the Appendix I (L·5 values, where 5 is
the number of pipeline levels) and forwarded to the pipeline
registers. Since the loop of the a signal, due to the presence
of the pipeline, is now looking further ahead in the sequence
of the values of a, equations (7), (8), (9), and (10) that
calculate the signals M , TH, inc_M, and inc_m, are modified
accordingly. The modification is straightforward and consists
in substituting L with L·5 (5 is the number of pipeline levels)
in the cited equations.

B. Defragmentation Block

The L samples, named block of samples, and the L excep-
tion flag bits that stem out of the interpolation block, feed the
‘Defragmentation’ block that is composed by

⌈
L
/

2
⌉

equal
‘Defrag’ stages. Each ‘Defrag’ stage must locate the first
exception and shift by one position all the samples above that
position (see Section II.B.2).

A ‘Defrag’ stage is composed by: a pipeline register for the
input block of samples; a pipeline register for the exceptions;
several 2 to 1 MUX that allow the conditional shift by one of
both the exceptions and the block of samples; a thermometric
code combinatorial circuit that receives the exception as input
and produces a thermometric code L-bit signal named thermo
composed of zeros up to the position of the first exception and
ones from this position upwards. The thermo signal feeds the
MUX to generate a partially defragged signal that goes to the
next stage for further defragmentation. In terms of speed and
silicon area, these components, at least for the implementation
with less than 32 channels, are not critical for the circuit.

C. Glue Block

After the defragmentation, follows the ‘Glue’ block, where
the defragged exceptions signal is processed to provide the
signal V0 that indicates the number of valid samples in the
defragged block of samples. V0 is a k-bit signal where:

k = ⌈
log2(L + 1)

⌉
(15)

The ‘Glue’ block is composed by a pipeline register on
signal defragged that produces the signal S0 and a pipeline
register on signal defragged_exceptions that is followed by
a priority encoder that produces signal V0. In terms of speed
and silicon footprint, these components, at least for the imple-
mentation with less than 32 channels, are not critical for the
circuit.

D. Pack Block

The circuital implementation of the Packing algorithm can
be seen in Fig. 9. The inputs to this circuit, are the defragged
samples and the V0 signal described in Section III-C. The
outputs are the final block of samples Y (composed by L
valid or L invalid samples) and a 1-bit signal, NoMem, that
turns high to indicate an invalid block of samples.

The ‘Pack’ circuit is divided in three stages as shown by the
dashed lines in 9. As discussed in Section II.B.3), the objective

Fig. 9. Pack circuit. Colored rectangles indicate pipeline levels. The top
portion (from S0 to Y ) processes the defragged bunches to generate the output.
The bottom portion (from V 0 to NoMem) calculates the number of valid
samples in the processed bunches and determines the invalid outputs.

is to combine the valid samples of the three blocks of samples
(S0, S1 and S2), to create the output block of samples.

The top portion of the ‘Pack’ circuit processes the block of
samples S0, S1, and S2. It generates S1 using S0, generates
S2 using S1, and produces the output.

The bottom portion processes the V0 signal (indicates
how many valid samples are in S0) and its derived versions
(V1 and V2 that tell how many valid samples are in S1 and
S2, respectively) to determine how many valid samples to pick
from S0, S1, and S2 to produce the output. It also checks if
S2 contains any valid samples to decide whether the output
block of samples is valid or not.

The three stages are separated by registers that are necessary
to avoid combinatorial loops. The ‘Pack’ circuit also contains
six additional pipeline levels (shown in Fig. 9 with colored
rectangles) to increase the working frequency.

The ‘True_Valid’ circuit is a NOR gate on V2 that, if
V2 = 0, asserts the NoMemInt signal and defines the output
as invalid.

The ‘Pick S1’ and ‘Pick S0’ blocks generate the k-bit signals
PickS1 and PickS0 that indicate how many samples to extract
from S0 and S1 to compose the output. The two blocks exploit
the flag signal P that is asserted if (L − V 2) < V 1 and is
implemented with a k-bit adder and a comparator.

Let us firstly detail the circuital composition of ‘Pick S1’.
It is composed by a mux, and one k-bit adder. The mux is
driven by two control lines NoMemInt and the signal, P .

• If {NoMemInt, P} = {1, −}, PickS1 = 0.
• If {NoMemInt, P} = {0,0}, PickS1 = V1 since all the

valid S1 samples contribute to the output.
• If {NoMemInt, P} = {0,1}, PickS1 = (n − V 2) (thus the

need of the k-bit adder). In this case only some of the S1
samples contribute to the output.

The block ‘Pick S0’ is very similar to ‘Pick S1’. Its mux is
driven by the same signals as ‘Pick S1’.

• If {NoMemInt, P} = {1, −} or {0,1}, PickS0 = 0.
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• If {NoMemInt, P} = {0,0}, PickS0 = n-V2-V1. The
circuit will also use some of the valid S0 samples to
generate the output.

The blocks ‘Shift0’ and ‘Shift1’ are combinational shifters
(shift from 0 to n bit) that right-shift S0 and S1 signals as
many times as PickS0, PickS1. This eliminates the samples
that contribute to the output and in the next clock cycle, S1
and S2 will only contain the unused valid samples.

The blocks ‘NU0’, ‘NU1’ determine the valid samples in
S1, S2, defining the k-bit signals nxV1, nxV2. These blocks
are very similar to ‘PickS0’ from the circuital point of view.
They are composed by a mux driven by {NoMemInt,P}, and
a k-bit adder.

The mux in the ‘NU0’ block operates as follows:

• If {NoMemInt, P} = {1, −} or {0,1} nxV1 = V0.
No samples picked from S0.

• If {NoMemInt, P} = {0,0} nxV1 = V0+V1-V2-L.

The mux in the ‘NU1’ block operates as follows:

• If {NoMemInt, P} = {1, −} nxV2 = V1. No samples
have been picked from S1.

• If {NoMemInt, P} = {0,0} nxV2 = 0. All the valid
samples in S1 have been picked.

• If {NoMemInt, P} = {0,1} nxV2 = V1-(L-V2).

The last remaining block is the ‘True Sample’ that is
responsible for producing the final output signal. The block
is composed by two combinational shifters, one k-bit adder,
and one OR gate. The shifters operate on S1 (shifted by
V2 positions) and on S0 (shifted by V2+V1 positions,
thus the need for the adder). The OR gate combines the
shifted S0, shifted S1 and S2 to create the output sam-
ple. It can be demonstrated that the shifters, no matter
the value of P , succeed in producing a valid output if
NoMemInt = 0.

In conclusion, the circuital implementation of the ‘Pack’
block, notwithstanding the complexity of the algorithm and the
large final silicon footprint of the circuit, is broken down to six
k-bit adders (depending on the optimization this number can
change), muxes, and some wide input combinational shifters.
Since k is slowly increasing with the number of channels, L,
it is expected that the performance limit is due to the shifters
whose complexity linearly increases with L).

IV. IMPLEMENTATION RESULTS

The circuit has been synthesized targeting a commercial
standard-cell library in 14 nm FinFET technology provided
by Global Foundry. Physical synthesis is performed by using
Cadence Genus (that also includes parasitic estimates from
the subsequent Place&Route phase). The circuit is synthesized
according to the imposed timing constraints. The considered
technology corner is the typical one with 0.8 V supply voltage
and regular VTH. The simulations, with delay and switch-
ing activity annotation, have been conducted with Cadence
NCSIM. Power dissipation is computed by simulating the final
netlist with 104 input vectors from an asynchronously sampled
sinusoid to obtain the switching activity.

TABLE I

THROUGHPUT. ASIC IMPLEMENTATION RESULTS IN 14NM FINFET GF
TECHNOLOGY. DIFFERENT NUMBER OF CHANNELS ARE CONSIDERED

Fig. 10. Frequency and throughput vs number of channels. Dashed lines
mark the results for the single channel (5.26 GSps) architecture proposed
in [47].

A. Clock Frequency and Throughput

Architectures featuring different numbers of channels in
the interpolating block, have been simulated and synthesized.
The maximum clock frequency and the sample throughput is
reported in Table I. Five versions of the proposed circuit are
reported whose number of channels ranges from 8 to 64.

With reference to the clock frequency, it is worth not-
ing that the proposed circuit, notwithstanding the largely
increased complexity when compared with [47], reaches the
same working frequency of 5.26 GHz when implemented
with 8 channels. As the number of channels is increased,
certain computations impose a greater workload to specific
parts of the circuit, resulting in reduced circuit speed. As an
example, the maximum working frequency for the 64 channels
implementation of the circuit is reduced to 3.42 GHz.

However, as it can be observed in Fig. 10, even though
the highest working frequency is decreased, the throughput
is increased almost linearly when the number of channels
is increased (around 3.3 GSps increase for each additional
channel starting from the result obtained with 8 channels).
That is, the more channels are implemented, the more samples
are processed per unit time. As it is easily gathered, it takes
around 56 channels to reach the 200 GSps milestone, which
is far ahead of the state of the art. To match the state-of-the-
art results of 100 GSps around 24 channels are needed. When
compared with the implementation proposed in [47], whose
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TABLE II

SILICON AREA OCCUPATION. ASIC IMPLEMENTATION RESULTS IN 14NM FINFET GF TECHNOLOGY.
DIFFERENT NUMBER OF CHANNELS ARE CONSIDERED

Fig. 11. Breakdown of the silicon area occupation vs number of channels.
Absolute and percentage values for the Interpolation, Defragmentation, and
Glue summed with Pack blocks are shown.

throughput was limited to 5.26 GSps, the proposed circuit
shows largely improved performance and design flexibility.

B. Area and Power Results

Silicon area occupation for the five implementations of the
circuit considered in the paper is reported in Table II. The total
area increases slightly faster than linearly with the number of
channels. This is because the proposed circuit is composed
by L vcFIR circuits whose structure is not dependent on the
number of channels, and the Defragmentation, Glue, and Pack
blocks that indeed depend on, and slowly increase in terms
of complexity, with L. A breakdown of the area occupation
together with a graph showing the area percentage for the
various blocks is reported in Fig. 11. The Interpolation block
is about 80% of the total area for the 8 channels version of the
circuit while only occupies 58% of the circuit when moving to
the 64 channels version due to the increased complexity of the
remaining blocks. Among these, the area required by the Glue
block is negligible. With reference to the Defragmentation,
and Pack blocks, the largest area increase is due to the
Defragmentation block whose area increases with the square
of L (note that the Defragmentation block is composed by a
number of Defrag stages that linearly depends on L while the
dimension of each defrag stage also increases linearly with L).

TABLE III

COMBINATIONAL AND SEQUENTIAL LOGIC BREAKDOWN. ASIC
IMPLEMENTATION RESULTS IN 14NM FINFET GF TECHNOLOGY

The comparison with the area of the circuit proposed in [47]
is not simple since the actual proposal includes many more
blocks and channels. Table II shows the area per channel
of the proposed circuit (ranges from 2.5 to 4 times larger
than [47]). An interesting comparison is between the circuit
in [47] and the vcFIR circuit of Fig. 8 (since both carry out
similar processing) that shows that the increased pipelining
and the changes in the structure result in about 30% area
increase with no penalty on the working frequency.

The breakdown of combinational and sequential logic com-
position for the proposed circuit is in Table III. The use of
pipelining and the design for high working frequency result
in a massive use of flip-flops with a percentage of area
occupation for sequential elements that is around 70% and
is not dependent on the number of channels. When comparing
with [47], that uses 57% of the area for flip-flops, the proposed
circuit shows a higher share due to pipelining.

Power dissipation results follow the same trends as the
area occupation, as seen in Table IV. The largest circuit with
64 channels dissipates less than 1 mW. The most power-hungry
component is always the Interpolation block, even if its weight
decreases with the number of channels. With reference to the
rest of the circuit, when it comes to power, the defragmentation
is again the most critical block since its power requirement
increases with the square of the number of channels.

C. Circuit Scalability With Number of Input Bits

Conventional high-performance oscilloscopes are based on
8 bits ADC and aim at high sample rate and bandwidth since
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TABLE IV

POWER DISSIPATION. ASIC IMPLEMENTATION RESULTS IN 14NM FINFET GF TECHNOLOGY. DIFFERENT NUMBER OF CHANNELS ARE CONSIDERED

TABLE V

ASIC IMPLEMENTATION RESULTS IN 14NM FINFET GF TECHNOLOGY. DIFFERENT NUMBER OF CHANNELS AND BITS PER SAMPLE ARE CONSIDERED.
PERCENTAGES INDICATE THE WORSENING OF RESULTS WITH RESPECT TO 8-BIT SAMPLES

these parameters are of utmost importance in most applica-
tions. For those applications that benefit from measurements
with higher dynamic range (e.g., ultrasound range finder),
the market provides oscilloscopes that use 12 bit ADC, [51],
that provide sample rate up to 20GSps. For a larger number of
input bits oscilloscopes are not available and the user needs to
move towards digitizers with a sample rate up to 250 MSps,
[52], [53].

The circuit presented in the paper is easily scalable with
the number of input bits being mostly composed of blocks
that grow linearly or logarithmically with the number of
input bits. The only exceptions are the binary multipliers
in the vcFIR blocks (exploited for the linear interpolation),
but these can be easily pipelined to counteract the impact
of the number of input bits on the speed. Please note
that the interested reader can use the parametrizable HDL
code available at [50] to adapt the circuit to a particular
application.

Synthesis results using 12 bits input samples are shown
in Table V. The table shows the results for 4, 8, 16, and
64 channels at 12 bit compared, when possible, against the
8 bit version of the circuit. The 12bit circuits, yet at 4 channels,
provide a throughput higher than what is needed by the
high-end oscilloscope at 12 bits available today. In general,
moving from 8 to 12 bits (50% increase of the number of
bits) results in about 30% area increase, a reduction of the
maximum clock frequency that is below 20% (even if, as said
before, speed can be tailored to the application by careful
pipelining and retiming) and a power increase that ranges from
10% to 20%.

The synthesis results, that can also be further tailored to a
given application requiring certain speed or power, allow to
state that the circuit is tolerant to the increase of the number
of input bits.

V. CONCLUSION

A digital circuit able to downsample the output stream
of digitizers made up of several time interleaved ADCs,
like those adopted in modern high-performance DSOs, at an
almost arbitrary sample rate, has been proposed and demon-
strated in 14nm FinFET technology. The circuit implements
an additional option for the DSOs, that allows optimal usage
of memory resources, and is useful for specific applications
requiring fine selection of the sampling rate. The proposed
circuit has no impact on the capture rate and jitter performance
of DSO.

APPENDIX A
INITIALIZATION SIGNALS

An example clarifies the configuration stage and the update
of the time varying coefficient represented by signal a. Let us
assume a four-channel architecture, i.e. L = 4 and a chosen
resampling factor C = 0.8. During the configuration stage II-B
is used to calculate d = C−1 − 1 = 0.25.

Recalling that the current value of signal a is obtained
by decrementing by d the previous one, unless this one is
negative, in which case it is instead obtained incrementing by 1
the negative value, one can state that the first set of values,
namely a(kL +l) related to k = 0 with l ranging from 1 up
to L, are:

a(1) = 0

a(2) = a(1) − d = −0.25

a(3) = a(2) + 1 = 0.75

a(4) = a(3) − d = 0.50

In order to update the values a(kL +l) related to k > 0,
the circuit needs the parameter M = �L (1 − C)� = 1, the
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threshold T H = [L − 1 − (M − 1)] d− (M − 1) = 0.75, the
increments inc_m = − (L − M + 1) d + M − 1 = −1 and
inc_M = − (L − M) d + M = 0.25 calculated using (7), (8),
(9), and (10). These increments are managed according to a
conditional instruction, identical for all channels, namely:

if a (kL + l) − T H ≥ 0
then a (kL + l + L) = a (kL + l) + inc_m

else {a (kL + l) − T H < 0}
a (kL + l) = a (kL + l) + inc_M

For instance, at time instant k = 1, for channels
l = 1,…, L, one obtains:

a(5) = 0.25, obtained using a(5) = a(1) + inc_M

a(6) = 0, obtained using a(6) = a(2) + inc_M

a(7) = −0.25, obtained using a(7) = a(3) + inc_m

a(8) = 0.75, obtained using a(8) = a(4) + inc_M.

After a(kL +l), l = 1, …, L are calculated, the cor-
responding outputs, y(kL +l), are determined interpolating
the input samples x(kL +l - 1) and x(kL +l). Each output
is labelled by means of a flag that turns high every time
the corresponding a(kL +l) is negative. The structured array,
formed by y(kL +l), l = 1, …,L and the related flags, is driven
to the defragmentation unit and to the pack unit as explained
in Section II.

APPENDIX B
RESOLUTION OF THE RESAMPLING FACTOR

The resolution of the resampling factor, C , depends on the
numerical representation of the configuration signals within
the circuit. All the configuration signals are calculated exploit-
ing an internal parameter defined as:

E = −d = 1 − C−1 (A1)

The circuit proposed in the paper represents the parame-
ter E , which is in the range [−1,0), using an 8 bits signal that
represents the fractional part of the number (and implies the
leading ones). The representation of E with 8 bits means that
there are 256 possible E values thus 256 possible C values in
the [0.5,1) range. Such values are not evenly spaced. The best
resolution is obtained for C close to 0.5 and is 0.97 × 10−3

while the worst resolution is obtained for C close to 1 and is
3.9 × 10−3.

A detailed derivation of the resolution of the resampling
factor C in the general case is given in the following. Assum-
ing an n-bit E signal, its resolution is constant and equal to
2−n , while its range is

[−1,−2−n
]
. The actual resampling

factor, C , is:
C = (1 − E)−1 (A2)

and: C ∈ [
1
/

2, 1
/ (

1 + 2−n
)] ∼ [

1
/

2, 1 − 2−n
]
. Thus, the

proposed circuit allows the user to choose between 256 dif-
ferent values for the resampling factor. Due to the non-linear
dependence between E and C the resolution of C , that is the
step between two consecutive possible values, is not constant.

It can be calculated as a function of the resolution of E :

|d (C)| =
∣∣∣∣d (C)

d (E)
d (E)

∣∣∣∣ =
∣∣∣∣∣
d (1 − E)−1

d (E)

∣∣∣∣∣ d (E) = 2−n

(1 − E)2

(A3)

• For E values close to 0, (resampling rates, C close to 1),
the resolution of C , is larger:

LargestCST E P = d (C) |E→0 = 2−n (A4)

• For E values close to -1, (resampling rates, C close to
0.5), the resolution of C , is relatively small:

SmallestCST E P = d (C) |E=−1 = 1

4
2−n. (A5)

A larger number of bits for the representation of E , results
in a very fine resolution of the resampling factor, but it is in
trade off with the complexity of the system.
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