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Abstract Per definition, rare diseases affect only a small num-
ber of subjects within a given population. Taken together how-
ever, they represent a considerable medical burden, which re-
mains poorly addressed in terms of treatment. Compared to
other diseases, obstacles to the development of therapies for rare
diseases include less extensive physiopathology knowledge,
limited number of patients to test treatments, and poor commer-
cial interest from the industry. Recently, advances in high-
throughput and high-content screening (HTS and HCS) have
been fostered by the development of specific routines that use
robot- and computer-assisted technologies to automatize tasks,
allowing screening of a large number of compounds in a short
period of time, using experimental model of diseases. These
approaches are particularly relevant for drug repositioning in
rare disease, which restricts the search to compounds that have
already been tested in humans, thereby reducing the need for

extensive preclinical tests. In the future, these same tools, com-
binedwith computationalmodeling and artificial neural network
analyses, may also be used to predict individual clinical re-
sponses to drugs in a personalized medicine approach.

Introduction: the challenge of rare diseases

Diseasesaredefinedasbeingrare intheEUif theyaffects less than
1:2000 persons (Regulation (EC) N°141/2000 of the European
Parliament; EuropeanCouncil on orphanmedicinal products 16-
12-1999). In theUS, theOrphanDrugAct of 1983 defines a rare
disease or disorder if it affects fewer than 200,000 Americans at
any given time (Congressional Findings for The Orphan Drug).
Taken together, thesedefinitions imply that asmanyas30million
Europeans and 25 million Americans may be affected by a rare
condition. To date, more than 6000 rare diseases have been char-
acterized, while new diseases continue to be discovered
(Orphadata: Free access data fromOrphanet;Orphanet: anonline
rare disease and orphan drug database. © INSERM1997).

Despite remarkableadvances in thediagnosis andunderstand-
ing of many rare diseases, most of these disorders continue to
represent an important challenge for the development of specific
treatments. Assembling enough patients to test new therapies is
extremely difficult. Cohorts are usually underpowered and re-
quire lowering the normal standards for clinical trials.
Moreover, the clinical picture is often inhomogeneous, in partic-
ular for diseases that are highly influenced by the genetic back-
ground or by environmental factors.When diseases involve chil-
dren, specific ethical limitations also apply. Finally, the rarity of
these conditions reduces the interest of the industry, which often
cannot justify embarking in highly expensive and time-
consuming investmentswith limitedprospect for financial return.
It iscurrentlyestimatedthat it takesonaverage14years toproceed
from thediscoveryof anewmolecule to its commercial approval,
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and that failure rates along this process exceed 95% (Paul et al
2010). According to the Tufts Center for the Study of Drug
Development, for each new drug that is brought to the market,
the average cost is currently estimated at 2558millionUS$.Most
of these costs, aswell as themajority of test failures, are related to
human tests (DiMasi et al 2016).

To overcome these limitations, several legislative actions
have been taken over the past decades in western countries,
but research and development in this field remains insufficient.
One possible way to limit cost is represented by drug reposi-
tioning, where a given molecule that has already been used in
human subjects, can be employed to treat a different disease.

Strategies for identifying candidate drugs

Drug discovery strategies can be based on mechanisms of
action or phenotypic changes (Fig. 1) (Sams-Dodd 2006).

The mechanism-based approach, also known as target-
based screening, was, until recently, the prevalent model used
by the pharmaceutical industry and by academic research cen-
ters for drug discoveries. In this approach, molecular targets,
such as abnormal protein functions or abnormal metabolic
pathways, are identified by basic research studies. Robust bio-
chemical assays are then developed in order to perform high-
throughput screening (HTS) of chemical libraries.

Approaches based on the phenotype requires identifying a
functional defect that characterizes a specific disease.
Compounds are then screened in cell or animal models for their
ability to correct the abnormal phenotype (Zheng et al 2013).

Inphenotypic cell-basedscreenings, theassay isperformedon
asupport that is suitable forhigh-content libraryscreening(HCS),
to identify positive hits that correct abnormal cell or tissue
phenotypes.

In phenotypic animal-based screenings, tests are conducted
on small animal models, such as Caenorhabditis elegans,
Drosophila melanogaster, or Zebrafish. These models are clos-
er to a mammalian organism, but are expensive, time consum-
ing, and are therefore less suitable for screening large libraries
of compounds. In addition, this approach provides limited in-
formation on the mechanisms of action of individual com-
pounds and the observed effects may be related to pharmaco-
kinetics profiles that are species-specific and may not be trans-
posable to human subjects. The animal-based approach may be
advantageously used to perform secondary screenings of a re-
stricted number of compounds that have been identified by
primary screenings performed using target- or phenotypic
cell-based screenings.

From a cost-benefit standpoint, many of these strategies
have an unfavorable profile when using very large collections
of molecules. In general, the cost of assays is inversely pro-
portional to the number of compounds being tested. The esti-
mate of costs is usually in the range of $1 per compound in the

primary screening, $2000–4000 per compound for subsequent
validation steps and $20,000–40,000 per compound for
in vivo demonstration of proof-of-concept (Bittker and Ross
2016). Overall, the process of de novo drug discovery from
the initial HTS or HCS to the final marketing of a compound
requires 10–17 years (Ashburn and Thor 2004). HCS on the
other hand, allow multiplex measurements in vitro, such as
drug uptake, efficacy, specificity and toxicity, which can be
reasonably predictive of the outcome of pre-clinical and clin-
ical tests (O’Brien 2014; Olson et al 2000). To limit cost and
decrease time, academic and industry-sponsored researches
increasingly tend to use more efficient chemical libraries that
are smaller, but enriched with high drug-likeness compounds.
In the SOSA (Selective Optimization of Side Activities) ap-
proach, a limited number of molecules that are structurally and
therapeutically diverse are included in a library to be tested in
cell-based phenotypic assays. These compounds have already
been tested for their safety and bioavailability and most cor-
respond to drugs that are commercially available for human
use. Positive hits represent candidates for drug-repositioning
approaches, or starting points for the discovery of new drugs,
based on their known structure and mechanisms of action
(Wermuth 2004). Compared to de novo drug discovery, drug
repositioning allows shortening the timeline for marketing a
given compound to 3–12 years (Ashburn and Thor 2004).

The remaining of this review will be focused on HCS
strategies.

Overview of high content screening

Cell-based HCS usually use automated microscopy in order to
extract from thousands of samples multidimensional informa-
tion, such as cell morphology, fluorescence intensity or distri-
bution of fluorescent markers within cells. Results usually have
very high statistical power, due to the high number of signals
that can be analyzed at very high speed, allowing averaging a
large number of data. The major advantage however, is repre-
sented by the possibility to multiplex different assays simulta-
neously in integrated cell populations, cell subpopulations, or
individual cells within a given population (Thomas 2010).
Thus, HCS shares with HTS the speed of analysis, with flow-
cytometry the capacity of analyzing single cells, and with stan-
dard microscopy the ability to analyze cell details (Zanella et al
2010; Peravali et al 2011). For these reasons, HCS is increas-
ingly used in several steps of the drug discovery pipeline, in-
cluding identification of targets, assay validation, primary
screening, and secondary screening. HCS has also gained pop-
ularity in lack-of-function or gain-of-function studies, applying
RNA interference or cDNA overexpression technologies.
These latter approaches can be particularly interesting for ge-
netic diseases, for which specific phenotypes can be obtained
by altering gene expression in wild-type cells.
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Among 22 drugs that have been approved in 2016 by theU.S.
Food & Drug Administration, six have been identified by HCS
(https://www.fda.gov/Drugs/DevelopmentApprovalProcess/

DrugInnovation/ucm534863.htm). Several limitations however,
apply to HCS (Buchser et al 2004). Image acquisition and data
analysis can be time consuming and requires high (sometimes

Fig. 1 Main approaches for identifying new drugs in research and development processes
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Bvery high^) storage capacities. Limiting factors include the
number of plates to be analyzed, the number of samples per
plates (up to 1536), the number of fluorescent channels, light
intensity (inversely correlates with the exposure time), micro-
scope field magnification (inversely correlates with the number
of fields to be acquired), and image definition. Even when all
these aspects have been optimized, HCS testing thousands of
compounds may last several weeks or months. The assay perfor-
mance, including quality of reagents and stability of cell pheno-
type, should be systematically checked at planned time-points
throughout the procedure to insure reproducibility.

Unquestionably, cell phenotype represents the most critical
element. In the majority of cases, immortalized cell lines are
preferred to primary cell cultures and to complexmodels, such
as 3D cultures or co-cultures, because they are easier to ex-
pand and to grow on standard imaging surfaces. Their pheno-
types, although frequently less differentiated, are often more
stable, and these cells are easier to transfect, transduce, label or
stain. The choice of the cell model is always a compromise
between the need for a simple test and the requirement of high
discrimination power between positive and negative hits.
Since the analysis usually relies on fluorescence values,
obtaining high quality fluorescence images is fundamental in
most cases.

Automated microscopy and computer-assisted image
analysis

Microscopy-based HCS require using automated systems that
perform unbiased and fast image acquisition and storage.
Several instruments have been developed and marketed in re-
cent years (listed in Supplementary Table 1). All systems are
equipped with fluorescent light sources (lamp, laser or LED),
high definition cameras (cMOS or CCD) and large sets of op-
tical objectives, to adapt to most experimental needs. X-Y tran-
sitional mechanical stages are computer-controlled. Live acqui-
sition can be performed with instruments that are equipped with
appropriate temperature, CO2, and humidity controllers. The
most critical aspect of automated image acquisition however,
is the need for an autofocus system, which can use a laser beam
or a specific software. Laser-based systems are fast but required
very flat imaging plates, whereas software-based systems avoid
this problem by using algorithms that continuously define the
optimal focal plane, but are slow and may be inaccurate in the
presence of large variations in cell morphology.

Images are analyzed with a dedicated software that is often
provided with the instrument, or that has been developed by a
third party. Each image is automatically processed within a
pipeline that is adapted to each experimental setting
(Supplementary Table 2). Typically, image processing starts
with general adjustments (flat-field and background correc-
tion), followed by detection of primary (usually nuclei) and

secondary objects (usually cell cytoplasm), to identify cells.
These steps are mostly based on intensity thresholds and seg-
mentation algorithms. Labeled organelles, proteins or cell re-
gions can then be identified. More sophisticated analyses,
such as detection of spatial distributions or identification of
specific patterns, can also be performed.

Results are expressed as Bpositive^ or Bnegative^ hits or by
comparison with control values. Alternatively, cells can be
clustered into subpopulations, which can be useful, for exam-
ple, to analyze co-cultures, cell differentiation, or to partition
cells into different phenotypes. In these cases, the read-out
corresponds to the percentage of cells showing a specific pat-
tern. As needed, more than one parameter can be used to
characterize a specific phenotype.

Highly sophisticated image analyses are usually performed
with built-in protocols or with custom-made accessory mod-
ules (Supplementary Table 1). Most laboratories that are spe-
cialized in HCS have developed in house image analysis tools
to increase their processing speed and versatility
(Supplementary Table 2). When data sets are very large, ad-
ditional software for metadata recording, normalization, visu-
alization and plotting, as well as for quality control (QC) as-
sessment, are often used (see Supplementary Table 3).

Additional tools that are routinely used to improve quality
and speed include barcoding, automated cell seeders, semi-
automated multichannel pipettes, liquid handling robots, and
automated plate washers.

Quality control strategies and hit selection

Each automation step requires stringent QC assessment,
which usually relies on comparisons between positive and
negative controls (Zhang 2011; Bray et al 2004).

In theory, strong positive controls should be preferred be-
cause they allow better defining the dynamic range of a given
assay. In practice however, positive controls should have a
similar intensity to the expected intensity of positive hits.
The position of controls within a multi-well plate should be
random to avoid spatial biases, such as the plate edge effect.
Signal-to-noise ratios (i.e., the ratio between mean positive
and negative values) and signal-to-background ratios (i.e.,
the difference between positive and negative control values
divided by the standard deviation of negative values) are
sometimes used to define the dynamic range. However, the
most widely used assay to measure the effect size in HCS is
the Z’-factor (not to be confused with Z-score).

Z
0
factor ¼ 1−

3∙ σPOS þ σNEGð Þ
μPOS−μNEGj j

(where μ is the mean and σ is the standard deviation of pos-
itive and negative controls).
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This parameter can be estimated using sample means and
standard deviations. It allows judging if the response is large
enough to be suitable for screening. In other terms, it measures
the degree of separation between the distributions of positive
and negative controls. A Z’-factor value between 0.5 and 0.8
indicates an optimal assay, a value lower than 0.5 indicates a
poor assay, while values above 0.8 indicate assays that are too
stringent and may miss valuable positive hits.

Usually, QC assessment for HCS starts with the analysis of
data distribution to identify artifacts, such as intra- and inter-
plate drifts. Ideally, control samples across all plates should
have the same value. Often however, post-analysis normaliza-
tion corrections need to be applied to compensate for spatial
and illumination drifts, and for other systematic errors (Bray
et al 2004; Ye et al 2012).

Hit selection depends on the strength of the assay. False
negative hits can be avoided by increasing the number of
replicates. False positive hits do not generally represent an
important problem, unless they are very numerous, because
they are discarded during secondary tests. Usually, hit selec-
tion is performed after expressing results as Z-scores or as
Bstrictly standardized mean differences^ (SSMD), for less
strong phenotypes. Arbitrary thresholds are most often cho-
sen, based on the effect size and on the number of hits above
the chosen threshold. Supervised and unsupervised algorithms
that dynamically identify clusters of molecules with similar
effects can be used for analyzing very large libraries of mole-
cules (Collins 2009).

Target deconvolution

A secondary step of phenotypic screening is represented by
the identification of the target molecules of positive hits, a
process termed Btarget deconvolution^. This process allows
understanding the mechanisms of action of molecules and of
biological processes underlying specific conditions and often
represent starting points to develop further drug discovery
assays. Target deconvolution often requires using multiple
approaches, including proteomic, genomic, and bioinformat-
ics technologies (reviewed in Lee and Bogyo 2013, Jung and
Kwon 2015).

Proteomic-based approaches include techniques such as
affinity chromatography and activity-based profiling that are
used to isolate molecular targets, which are then identified by
MS/MS. Label-free techniques allow target identification
based on changes in the thermodynamic stability of the
protein-drug complex under specific conditions; unlike other
proteomic approaches, this technique does not require chem-
ical modification of molecular targets (Banfi et al 2017).

In the genomic approach, a cDNA library is expressed in an
expression system (phages, in vitro translation systems, yeast,

for example); proteins are then exposed to small molecules
and affinity selected (Nijman 2015).

The identification of molecular drug targets is also facili-
tated by numerous online tools for predicting molecular
interactions.

HCS for drug discovery and drug repositioning
in rare diseases

While many treatments are available for common diseases,
thousands of disorders affecting a small proportion of the pop-
ulation lack efficient therapies. Because rare diseases are poor-
ly attractive to the pharmaceutical industry, a potential ap-
proach to shorten the timeline for drug discovery and reduce
costs is to find new indications for existing drugs. This strat-
egy is defined as Bdrug repositioning^ or Bdrug repurposing^,
and takes advantage of the known activities of many approved
drugs for human use, which are not restricted to unique bio-
logical targets, often resulting in side effects.

Until recently, drug repositioning has been mainly pro-
posed on the bases of accidental observations, known side
effects, or mechanisms of action of individual compounds.
A classic example is represented by thalidomide, which was
originally used as a sedative to treat insomnia, anxiety and
nausea, in particular in pregnant women, and was banned after
discovering that it caused phocomelia. After understanding
the modes of action (Kim and Scialli 2011), this compound
has been reevaluated and is currently used to treat multiple
myeloma, other forms of tumor, erythema nodosum of lepro-
sy, and other conditions that are characterized by granuloma-
tous lesions. Similarly, sildenafil was developed to treat angi-
na pectoris, and has thereafter been used to treat male erectile
dysfunction and pulmonary arterial hypertension, based on the
known vasodilatory properties (Sardana et al 2011; Ashburn
and Thor 2004). Another example is represented byminoxidil,
a per os antihypertensive drug that was found to increase hair
growth, as a side effect. Based on this observation the mole-
cule has been reformulated as a topical solution to teat andro-
genic alopecia (Rossi et al 2016).

Recently however, the development of HCS has fueled a
new wave of investigations to attempt drug discover and drug
repositioning in unbiased experimental settings. Herein, we
briefly summarize some examples that were selected to illus-
trate the versatility and potentialities of these approaches in
rare diseases.

A. Fibrodysplasia ossificans progressiva (FOP) is a severely
disabling heritable disorder of the connective tissue that
has a prevalence of approximately 1:2,000,000. It is
caused by activating mutations of the activin A receptor
type 1 (ACVR1) gene that encodes for the type I receptor
for bone morphogenetic proteins (BMPs). Currently, no
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treatment is available to halt the uncontrolled ossification
process. Cappato et al have used a library of 1280 FDA-
approved compounds to identify molecules that inhibit
the ACVR1 gene expression. They developed a cell mod-
el that stably expressed the luciferase gene under the con-
trol of the ACVR1 promoter. The screening has identified
dipyridamole, a well-known antithrombotic and vasodi-
lator compound, as a potent inhibitor of ACVR1 gene
expression and of the downstream pathways that are up-
regulated in patients with FOP. The drug has in humans a
favorable safety profile and initial experimental data in
mice show that it regulates chondrogenesis and osteogen-
esis in BMP-induced progressive heterotopic ossification
(Cappato et al 2016).

B. Huntington disease is a rare (prevalence estimated at 1–
9:100,000) neurodegenerative disorder of the central ner-
vous system, characterized by uncontrolled choreatic
movements. Schulte et al have performed HCS using pri-
mary neuronal cultures derived from a Drosophila
melanogaster model of Huntington disease. Specifically,
they have tested RNA interference and small molecules
libraries for their ability to reduce the formation of
BHungtington aggregates^ and to restore normal neuronal
morphology. This lead them to identify Lkb1 kinase, an
upstream kinase in the mTOR/insulin pathway, as a poten-
tial therapeutic target for HTS, and four compounds,
namely 18β-Glycyrrhetinic acid, camptothecin, OH-
camptothecin and carbenoxolone, that can suppress neu-
rotoxicity in mutant flies and halt disease progression.
Their HCS relied heavily on the possibility to perform live
imaging, preventing the formation of artifacts that dramat-
ically reduced the dynamic range of their assay when using
immunofluorescence images of fixed cells (Schulte et al
2011).

C. Von Hippel-Lindau disease (VHL) is a familial condition
predisposing to a variety of neoplasms. The estimated
prevalence is 1:53,000 and the disease is caused by highly
penetrant mutations in the von Hippel-Lindau tumor sup-
pressor (VHL) gene. Cautain et al have used a collection of
biologically active microbial natural products to identify
compounds that exhibit selective cytotoxicity toward
VHL-deficient cells using human renal carcinoma cell
lines. The assay was set-up on a robotic workstation to
multiplex several biological processes simultaneously:
carboxyfluorescein succinimidyl ester was used tomonitor
cell cycle, thiazolyl blue tetrazolium blue was used to as-
sess cell proliferation, and annexin V coupled with
propidium iodide was used to detect early and late apopto-
sis. This allowed identifying a group of fungal extracts that
selectively kill VHL deficient cells, providing informative
data on the pathogenesis of the disease and allowing the
identification of lipodepsipeptide MDN-0066 as a poten-
tial new treatment (Cautain et al 2015).

D. Androgen insensitivity syndrome is a rare disorder of sex
development with unknown prevalence that is caused by
mutations in the gene encoding for the androgen receptor
(AR), a transcription factor involved in male sexual dif-
ferentiation and reproductive viability. Using a HCS plat-
form, Szafran et al were able to multiplex AR expression,
its subcellular trafficking, reporter gene activity, cell cy-
cle andmitotic index at the single cell level, and to test the
effects of several mutations using cells derived from dif-
ferent patients (Szafran et al 2009). This allowed
predicting clinical responses to different experimental
treatments.

E. Cystic fibrosis (CF) is one of the most common genetic
disorder in Caucasian children that is characterized by
altered chloride transport and increased viscosity of body
secretions. The incidence in Europe is approximately
1:10,000 individuals. In preparation for a HCS, Almaça
et al have investigated genes encoding for proteins that
are potentially involved in the regulation of transepithelial
sodium reabsorption that is mediated by the ENaC epi-
thelial sodium channel. The HCS platform was used to
perform siRNA-based assays, which led them to identify
ciliary neurotrophic factor receptor (CNTFR) and of diac-
ylglycerol kinase iota (DGKι) as key regulators of ENaC
activity and potential new targets to develop therapies for
CF (Almaca et al 2013).

Summary

Most rare diseases are serious disorders with unmet medical
needs. Promoting rapid development of new therapies has
become a priority, in particular for diseases without available
treatments. This need is increasingly recognized by national
and international agencies that have developed plans to pro-
mote public-private partnerships. High failure rates of de novo
drug development strategies, and low prospects for financial
return, represent major obstacles for the development of drugs
for rare diseases.

In recent years, the digital revolution has allowed develop-
ing new tools to perform HTS and HCS through the automa-
tization of tasks that previously had to be handled manually.
This in turn has fueled the development by academic institu-
tions and commercial companies of small molecule libraries to
be screened using these new technologies. These approaches
may be very useful for the development of treatments for rare
diseases based on drug repositioning strategies, which sub-
stantially reduce costs related to the development of new
therapies.
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