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Longitudinal data analysis using PLS-PM

approach

Analisi dei dati longitudinali attraverso l’approccio

PLS-PM

Rosanna Cataldo, Corrado Crocetta, Maria Gabriella Grassia, Marina Marino

Abstract Longitudinal data over the past 20 years have seen a greater diffusion in

the social sciences. Accompanying this growth was an interest in the methods for

analyzing such data. Structural Equation Modeling (SEMs) and especially Partial

Least Squares Path Modeling (PLS-PM) are a valuable way to analyze longitudinal

data because it is both flexible and useful for answering common research ques-

tions. The aim of this paper is to demonstrate how PLS-PM can help us to analyze

longitudinal data.

Abstract I dati longitudinali degli ultimi 20 anni hanno visto una maggiore diffu-

sione nelle scienze sociali. Ad accompagnare questa crescita è stato un interesse per

i metodi di analisi di tali dati. I modelli ad equazioni strutturali (SEM) ed in parti-

colare il metodo Partial Least Squares- Path Modeling (PLS-PM) sono un prezioso

metodo di analizzare i dati longitudinali perché è sia flessibile che utile per rispon-

dere a domande di ricerca comuni. Lo scopo di questa ricerca è di dimostrare come

questo approccio può aiutarci ad analizzare i dati longitudinali.
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1 Introduction

A longitudinal study refers to an investigation where participant outcomes are col-

lected at multiple times. Longitudinal data are difficult to collect, but longitudinal

research is popular. And this popularity seems to be growing. With this comes the

subsequent need for good data analysis methods to analyze these special kinds of

data. The analysis of change in longitudinal data has attracted considerable attention

over past decades in behavioral research [1]; [3]. Researchers have proposed a num-

ber of advanced and sophisticated quantitative approaches to address the stability

and change of variables over time [5]; [17]. A broad range of statistical methods ex-

ists for analyzing data from longitudinal designs. Each of these methods has specific

features and the use of a particular method in a specific situation depends on such

things as the type of research, the research question, and so on. The central concern

of longitudinal research, however, revolves around the description of patterns of sta-

bility and change, and the explanation of how and why change does or does not take

place [11]. A common design for longitudinal research in the social sciences is the

panel or repeated measures design, in which a sample of subjects is observed at more

than one point in time. If all individuals provide measurements at the same set of

occasions, we have a fixed occasions design. When occasions are varying, we have

a set of measures taken at different points in time for different individuals. Such data

occur, for instance, in growth studies, where individual measurements are collected

for a sample of individuals at different occasions in their development. The model

on longitudinal data can be approached from several perspectives, and the model

can be constructed as a Structural Equation Model (SEM). According to Baltes and

Nesselroade [2], SEM is a valuable way to analyze longitudinal data because it is

both flexible and usefulfor answering common research questions. The explicit in-

vocation of latent variables (LVs) afforded by the SEM makes this framework the

one most commonly used to implement and analyze longitudinal data [18]; [23].

The SEM framework is often used to study change processes because this frame-

work provides an opportunity to specify multiple latent variables as predictors and

outcomes. SEM techniques include two main methods: covariance-based SEM (CB-

SEM), represented by LISREL [14] and component-based SEM, with Partial Least

Square-Path Modeling (PLS-PM) [9]; [24]. PLS-PM can be used to implement and

to analyze the longitudinal data.

2 Longitudinal data analysis with PLS-PM approach

Recently, Roemer [20] has proposed using the component-based approach to SEM

- PLS-PM in a longitudinal study [7]; [24]. In accordance with Roemer [20], we

posit that PLS path modeling is highly appropriate for an analysis of the develop-

ment and change in constructs in longitudinal studies, since it offers three favorable

methodological characteristics. First, constructs often need to be predicted in evo-

lutionary models [12]; [22]. Secondly, model complexity quickly increases when
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development and change need to be analyzed in longitudinal studies. This is due

to the larger number of constructs that are measured at different points in time

and the respective effects between those constructs [12]. PLS-PM is well suited

to dealing with such complex models [8]; [28]. Thirdly, sample sizes can become

quite small in longitudinal studies [13]. PLS path modeling is particularly appro-

priate in such cases [10]; [15]. In Wold’s original design of PLS-PM [27] it was

expected that each construct would necessarily be connected to a set of observed

variables. On this basis, Lohmöller [16] proposed a procedure to treat hierarchical

constructs, the so-called hierarchical component model. There are several main rea-

sons for the inclusion of a Higher-Order Construct Model: Higher-Order Construct

Models prove valuable if the constructs are highly correlated; the estimations of

the structural model relationships may be biased as a result of collinearity issues,

and a discriminant validity may not be established. In situations characterized by

collinearity among constructs, a Second-Order Construct can reduce such collinear-

ity issues and may solve discriminant validity problems. PLS path modeling allows

for the conceptualization of a hierarchical model, through the use of three main ap-

proaches existing in the literature: the Repeated Indicators Approach [16], the Two

Step Approach [19] and the Mixed Two Step Approach [4]. The Repeated Indicators

Approach is the most popular approach when estimating Higher-Order Constructs

in PLS-PM [25]. We propose using a Higher Order Model to analyze longitudinal

data. An example, with three points in time, is presented in Fig. 1.

Fig. 1 (a) PLS-PM model - three times with m indicators in each n times; (b) PLS-PM model -

three times with m indicators in each n times, with ξ I
ti−1

that impact on ξ I
ti

The Higher Order LV ξ II
int describes the mean growth, and the LV ξ II

lin.the mean

slope. ξ II
int is reflected in the construct of first order ξ I

t0
, ξ I

t1
....ξ I

tn
. The construct of

second order ξ II
lin is reflected in the construct of first order ξ I

t1
....ξ I

tn
, The equations

of the inner model are:
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ξ II
lin = β0lin +βξint ξlin

ξ II
int +ζlin

ξ I
t0
= β0t0 +βξint t0

ξ II
int +ζt0

ξ I
t1
= β0t1 +βξint t1

ξ II
int +βξlint1

ξ II
lin +ζt1

...

ξ I
ti
= β0ti +βξint ti

ξ II
int +βξlinti

ξ II
lin +ζti

ξ I
tn
= β0tn +βξint tn

ξ II
int +βξlint1

ξ II
lin +ζtn

(1)

where βξint ξlin
is the strength and sign of the relations between construct ξ II

lin and

the predictor construct ξ II
int ; βξint ξlin

representing the growth mean rate; βξint ti
is the

strength and sign of the relations between construct ξ I
ti

and the predictor construct

ξ II
int ; βξlinti

is the strength and sign of the relations between construct ξ I
ti

and the

construct ξ II
lin. They indicate how both intercept and slope factors contribute to ex-

plaining each time. β0 is just the intercept term and ζ accounts for the residuals.

The intercept term β0 of each equation should always be non-significant. If we in-

troduce the impact of the LV at i -1 time (ξ I
ti−1

) on the LV at i time (ξ I
ti
), for its better

prediction (ξ I
t0
→ ξ I

t1
; ξ I

t1
→ ξ I

t2
;....; ξ I

tn−1
→ ξ I

tn
) as in Fig. 1 (b), the equations of the

inner model become:

ξ II
lin = β0lin +βξint ξlin

ξ II
int +ζlin

ξ I
t0
= β0t0 +βξint t0

ξ II
int +ζt0

ξ I
t1
= β0t1 +βξint t1

ξ II
int +βξlint1

ξ II
lin +βt0t1ξ I

t0
+ζt1

...

ξ I
ti
= β0ti +βξint ti

ξ II
int +βξlinti

ξ II
lin +βti−1tiξ

I
ti−1

+ζti

ξ I
tn
= β0tn +βξint tn

ξ II
int +βξlint1

ξ II
lin +ζtn

(2)

where βti−1ti that represent the carry-over effects [12]; [6]. A sizeable positive effect

means that the individuals’ estimations of the construct remain stable over time [6].

In contrast, a small effect means that there has been a substantial reshuffling of the

individuals’ standings on the construct over time [21]. Finally, a sizeable negative

effect means that there has been a reversal of the position of individuals on the struc-

ture over time. βti−1ti contributes to explaining the variability at t time.

As in the CB-SEM framework, the model must be evaluated: first the measure-

ment model and then the structural model. For the measurement model the Dillon-

Goldstein’s Rho, the mean of communalities and the mean redundancies must be

examined. The structural model quality of the inner model must be assessed by

examining the following indices: the regression weights, the coefficient of deter-

mination (R2), the redundancy index, and the goodness-of-fit (GoF) statistics [24].

If the structural model quality is well assessed, but one or more carry-over effects

are negative, this means there are two or more subsamples, with different growth

curves. In this case, we suggest splitting the sample into two or more subsamples.

1366



Longitudinal data analysis using PLS-PM approach 5

Subsequently, multi-group comparisons could be used to test any differences in the

structural path estimates.

3 Conclusions

In this paper we have showed how the PLS-PM approach can be successfully used

to analyze longitudinal data. Using PLS-PM we have the best estimation of the

measurement model without any problem concerning its identification. The choice

of using the PLS-PM is particularly useful for several reasons. First of all, this ap-

proach is applicable to small samples and it is capable of estimating rather complex

models (with many latent and observable variables) with less restrictive require-

ments concerning normality and variable and error distributions [10]. Furthermore,

PLS-PM approach provides the possibility of working with missing data and in the

presence of multi-collinearity. Another advantage of this approach, as compared

to other multivariate techniques, is that it examines simultaneous a series of de-

pendence relationship, using a single statistical approach to test the full scope of

projected relations [10].
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