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Abstract

In the present paper, a novel method is provided to detect significant daily consumption pat-
terns and to obtain scaling laws to predict consumption patterns for groups of homogeneous
users. The first issue relies on the use of Self-Organizing Map to gain insights about the ini-
tial assumption of distinct homogeneous consumption groups and to find additional clusters
based on calendar dates. Non-dimensional pattern detection is performed on both residential
and non-residential connections, with data provided by one-year measurements of a large-
size smart water network placed in Naples (Italy). The second issue relies on the use of the
variance function to explain the dependence of aggregated variance on the mean and on the
number of aggregated users. Equations and related parameters’ values are provided to pre-
dict mean dimensional daily patterns and variation bands describing water consumption of
a generic set of aggregated users.

Keywords Pattern detection - Scaling laws - Self-organizing map - Variance function -
Water demand patterns

1 Introduction

Water demand modelling is a key issue in the context of an efficient management of Water
Distribution Networks (WDNs) (Padulano and Del Giudice 2018). In order to obtain sig-
nificant results in terms of water demand modelling, large consumption datasets are usually
needed, that can be obtained by implementing the so-called “District Metering Areas”
(DMAs), namely portions of a WDN connected to the rest of the network by a limited
number of pipes (Gargano et al. 2016). In a DMA, all inflows and outflows are care-
fully monitored, with special focus on residential connections referring to single families,
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which usually constitute the most part of the total number of connections in the DMA
(Buchberger and Nadimpalli 2004). Consumption data can be collected at different time
and space scales; accordingly, with increasing obtainable information they are usually clas-
sified in low-resolution, medium-resolution and high-resolution data (House-Peters and
Chang 2011; Cardell-Oliver 2013; Cominola et al. 2015). However, the issue of aggregat-
ing/disaggregating water consumption data is highly debated, both concerning the temporal
and the spatial scale (Magini et al. 2008; Cole and Stewart 2013; Vertommen et al. 2015).

Water demand modelling has been performed with different approaches (House-Peters
and Chang 201 1; Padulano and Del Giudice 2018). Techniques and methods involve, among
others, probabilistic analysis of time series (Zhou et al. 2002; Alvisi et al. 2007; Tricarico
et al. 2007; Wong et al. 2010; Quevedo et al. 2010; Adamowski et al. 2012; Chen and
Boccelli 2014; Hutton and Kapelan 2015; Gargano et al. 2016) and multivariate analy-
sis (Mamade et al. 2014; Fontanazza et al. 2016; Wa’el et al. 2016; Loureiro et al. 2016;
Cheifetz et al. 2017; Ghavidelfar et al. 2017; Haque et al. 2017), in the attempt to recognize
seasonal cycles and to correlate water demand to significant weather (temperature, rain-
fall, evapotranspiration) and socio-demographic (building and billing information, age and
education of consumers) variables. Although classical statistical methods are still largely
used, adoption of innovative techniques such as Kalman filters (Nasseri et al. 2011), Arti-
ficial Neural Networks (Firat et al. 2010; Adamowski et al. 2012; Bennett et al. 2013)
and Self-Organizing Maps (Padulano and Del Giudice 2018) is becoming more and more
frequent.

In the present paper, a procedure is proposed to detect daily water demand patterns within
different classes of users and to use these findings to gain insights about spatial aggrega-
tion problems. For the first issue, Self-Organizing Map is used to obtain information about
the structure of daily patterns for both residential and non-residential users; for the second
issue, the theoretical framework by Magini et al. (2008) and Vertommen et al. (2015) is
adopted and suitable scaling laws are calibrated. The procedure is validated with data col-
lected within the DMA of Soccavo (Naples, Italy); part of this database was analysed by
Padulano and Del Giudice (2018), although with different purposes.

2 Materials and Methods
2.1 Spatial Aggregation

Spatial aggregation of water consumption is a highly debated issue in the research commu-
nity (Vertommen et al. 2015; Alvisi et al. 2015). The main concerns focus on the changes in
the statistical moments of consumption time series that occur when a number of consumers
are aggregated. In turn, these modifications alter the demand uncertainty, which should be
carefully modelled when, for example, consumption profiles are assumed at the nodes of a
water network model, reproducing the consumption of a given population for hydraulic sim-
ulation purposes (Buchberger and Wu 1995). Relations explaining the aggregated moments
as a function of the number of aggregated users are often referred to as “scaling laws”
(Vertommen et al. 2015).

Kottegoda and Rosso (2008) give the mathematical definition of the mean and the vari-
ance of an aggregated random variable, namely a random variable which is the sum of a
number N of random variables. Vertommen et al. (2015) and Alvisi et al. (2015) suggest
that, for water demand modelling purposes, hourly recorded data of water consumption reg-
istered at each different hour of the day constitute a separate random variable and should
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be treated accordingly. Let gj, ; (d) be defined as the random variable which describes the
water volume consumed by a single household i within hour 4 of day d; if the observation
time consists in a number of days g, the recorded sample for hour ~ will be made up of a
maximum of g data, given that in practical situations some data could be missing due to,
for example, transmission problems. For a group of N households, the aggregated volume
at hour 4 of day d is given by:

N
On(d) =) qnid) h=1,..24 (1

which is a time series referring to a specific hour /2, made up of one data point for each day d
(so that the total number of data in the time series is g). The mean of the aggregated random
variable O, (d) (namely the mean of the time series across the available days g), henceforth
called “aggregated mean” iy, is the sum of the means py ; of the variables referring to each
single household:

N N N
uh=E{Qh}=E[th,i]=ZE{qh,,»}=Zuh,,- )
i=1 i=1 i=1

with E being the expected value of the time series Qj(d), one for each hour % of the day,
each time series made up of g values. If only single-family residential households are con-
sidered, water demand can be assumed homogeneous in space; this assumption implies that
the users belonging to this group have similar behaviour in terms of water usage (Magini
et al. 2017). In this case, it can be demonstrated that the mean py, is strictly related to the
mean value wj_, computed across all the available households (Magini et al. 2017):

N 1 N 1 N
Mh:ZMh,i:N'N'Zﬂh,i:N'(NZ'uh,i):N'Mh,u 3)
i=1 i=1 i=1

where u, , will be henceforth called “single-user mean”, since it constitutes a representative
value for the generic household. Equation 3 highlights the linear dependence between the
aggregated mean pj, and the number of aggregated households N. Similarly, the variance
of the aggregated variable Qj,(d), henceforth called “aggregated variance” a,%, is the sum

of single household variances Uﬁi corrected by a term accounting for the covariance among
the households:

N N N N
013=Var{Qh}=Var[th,,-] ZVar ani} +2Y > Cov{qni qn ;)

i=1 i=1 j>i

N N
Z 2 Y Coupj 4
i=1 i,j=Li#j

Similarly to the aggregated mean, if water demand is assumed a homogeneous process,
aggregated variance can be found to be strictly related to the “single-user variance” a}i w
computed as the mean value of the variances across all the available households (Vertommen
et al. 2015). Introduction of single-user variance in Eq. 4 provides:

N
of=N-oj,+2 Y Covyj )
i j=1,ij
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where the dependence of the aggregated variance on the number of aggregated households
N is not explicated. Only in the absence of any spatial correlation among the household
demands, namely if the covariance term is null, the aggregated variance can be found to be
linearly dependent on N (Vertommen et al. 2015). In any other case, the dependence can be
put in the generic form

of =a-NP (©6)
where the coefficients o and 8 depend on the structure of the spatial correlation and on o}% "

(Magini et al. 2008). Considering the linear dependence between i and N provided by
Eq. 3, Eq. 6 can be rewritten as follows:

o=y -1 )

withy = o/ uf’u. The dependence between the mean and the variance of a sample, such as
that expressed by Eq. 7, is usually referred to as “variance function” (Davidian and Carroll
1987). Variance function plays a key role in the framework of Generalized Linear Models.
Indeed, the linear model in Eq. 3 can be regarded to as the systematic component of a Gen-
eralized Linear Model with identity link function (McCullagh and Nelder 1989), relating
the aggregated mean of consumption (the response variable) with the number of aggregated
users (the explanatory variable). Equation 7 is the variance function related to the model,
whose structure suggests that the regression model is heteroscedastic, since only if § = 0
the variance would be independent on the mean. This is coherent with the consideration that
the assumptions of normality and homoscedasticity are often violated in nature (Madsen
and Thyregod 2010), for example for physically bounded data resulting in highly skewed
distributions, which could be the case of water consumption (Buchberger and Nadimpalli
2004).

2.2 Experimental Water Demand Database

The District Metering Area (DMA) which is the subject of the study is located in the North-
Western part of the City of Naples (Italy) (Fig. 1). This area was chosen as a pilot area
for a smart Water Distribution Network (WDN) implementation, with particular focus on
the remote monitoring of flow meters, as part of a cooperation between the University of
Naples and ABC — Napoli, which is the Municipal water company. The DMA is provided
with 4253 customer connections whose flow meters were completely replaced during the
last three years. Figure 1 and Table 1 show the repartition of flow meters among resi-
dential, commercial, institutional or service-related flow meters (hereinafter shortly called
“commercial”).

Data were recorded in the period January 1%’ to December 31%7, 2016. Each data repre-
sents the overall water volume consumed by all the unknown appliances located downstream
of the measuring flow meter within the hour preceding the measure, in litres; the consumed
volume is assumed constant within the hour, so that recorded water consumption can be
expressed as a discharge, in litres per hour. Data underwent a preliminary cleansing pro-
cedure to detect outliers and discard unreliable time series; this caused the elimination of
a number of time series (Padulano and Del Giudice 2018) and prevented some types of
connections (i.e. food stores and medical centres among others) from further analyses. The
final number of analysed time series, along with the labels for the consumption groups,
can be find in Table 1 (2002 residential and 104 commercial connections). For residential
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Fig. 1 District metering area in Soccavo (Naples, Italy)
Table 1 Water consumption database features
connection description N N* group E{ug} E{iau}

(DMA) (analyzed) (L/h) (L/h)
single households (cluster 1) 848 1 15352 18.5
single households (cluster 2) 451 2 6742 15.2
single households (cluster 3) 2998 299 3 4862 16.6
single households (cluster 4) 252 4 3962 16
single households (cluster 5) 152 5 2445 16.2
single households (other clusters) 44 - - -
multiple households 182 - - - -
unknown residential flow meters 485 - - - -
clothing shops 198 47 6 303 6.34
garages 62 - - - -
food stores 48 - - - -
medical centers 29 - - - -
barber shops 28 21 7 371 39.6
coffee shops 19 16 8 635 17.9
schools 5 3 9 310 96.8
banks and postal offices 7 4 10 74 19.1
offices 47 13 11 213 17.2
laundries 11 - - - -
beauty centers 11 - - - -
restaurants 9 - - - -
supermarkets 6 - - - -
sporting centers 6 - - - -
rail stations 4 - - - -
others 98 - - - -

*data belonging to the group of interest and passing data reliability analysis
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single-household flow meters an additional repartition is shown in Table 1 due to a signifi-
cantly different behaviour in the water volumes consumed in the month of August, as found
in Padulano and Del Giudice (2018).

Table 1 shows, for each group, the aggregated daily discharge Q, averaged across the
available days of measurements within 2016, as a reference value (here called E {Qg4}). As
expected, for the residential groups, E {Qg} is highly dependent on the number of aggre-
gated users, descending from group 1 to group 5. For the commercial groups, groups 8
and 7 show the highest average daily consumption, consistently with the significant water
usage typical of those activities, whereas the remaining groups show a water usage which
decreases with the number of possible restroom/canteen users (a reasonable assumption is
pupils, students and teachers for group 9, employees and customers for group 11, employees
for group 10). Table 1 also shows the single-user daily discharge wy4, , averaged across the
available days of measurements within 2016, as a reference value (here called E {1tq, 4 });
it is interesting to note that, for residential users, differently from E {Q4}, E {Md,u‘] shows
no significant dependence on the number of users in each cluster; this can be explained
by the consideration that each residential cluster gathers households with different number
of occupants, having similar average consumption pattern but different absolute values. As
regards non-residential users, schools show the highest average daily consumption, followed
by barber shops.

3 Discussion of Results
3.1 Detection of Consumption Prototypes

The hypothesis of homogeneous demand implies that several “consumption groups”
exist; each consumption group gathers consumers with similar behaviour in terms of
water consumption, so that a representative pattern, henceforth called “prototype”, at
significant time scales can be predicted. For instance, a typical daily pattern describ-
ing water consumption of a residential user is expected to be different from the pattern
related to a commercial activity in terms of peak time, peak entity and base value.
In turn, it is possible that two residential consumption patterns differ if they refer to
families with significantly different number of components or usage habits of water
appliances.

In order to check the existence of different water demand prototypes, the Self-Organizing
Map was adopted (Kohonen 1982; Verdu et al. 2006; Kalteh et al. 2008; Padulano and
Del Giudice 2018). This choice was made to let the profiling be completely unsupervised
(since SOM needs no preliminary information), with the only initial assumption about con-
sumption groups (Table 1). It must be noted that, even if a set of homogeneous patterns
is considered (for example belonging to single households with the same number of occu-
pants), those patterns will be characterized by deep fluctuations both in time (if many days
of hourly data are compared for the same user) and in space (if consumption data at the
same hour are compared for multiple users). This is due to erratic, unpredictable events such
as a temporary vacation in the household or a day off from work. To enhance the perfor-
mance of pattern recognition a typical approach is to aggregate water demand within each
consumption group; in other words, the input of SOM consists in a time series which is the
sum of the time series belonging to each group. This was considered acceptable since infor-
mation about the number of components for each family was not systematically available in
the WDN.
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3.1.1 Residential Consumption

Table 1 shows the consumption groups used as input for SOM. For each group, the
aggregated time series, representing the total water consumption of the group, was timely
aggregated at the daily scale. Then, for each group the time series at the hourly scale
was cleansed of any seasonal effect by dividing each hourly discharge Q by the corre-
sponding daily value O, and data were organized in g x 24 matrices (for each group g
is the number of available days of measurement, < 366). For each group the correspond-
ing matrix was used as input for SOM, whose grid dimension was set to 20, so that the
final output neuron grid is 20 x 20. A very large grid dimension was set because different
labels for data were available, as will be discussed in the following paragraphs. Figure 2
shows the results of SOM for the 5 residential consumption groups, with different labelling
strategies.

The notation 1-7 with 1 = Monday and 7 = Sunday (Fig. 2a, c, d, e, f) was used to test the
possible differences in the non-dimensional daily pattern between workdays and holidays
(weekly cycle). For residential consumption groups, 3 clusters can be obtained: Cluster A
(Sundays), Cluster B (Saturdays) and Cluster C (Monday—Friday). Clusters A and B also
contain 13 public holidays which SOM automatically chose to place in Cluster A or in
Cluster B. Moreover, some other days were labelled as “optional holidays” because for some
users they may be normal workdays; these are the days between Christmas and Epiphany
and the days immediately preceding and following Easter, when schools are closed and
working people often choose to take some extra days off.

Calendar date labels (Fig. 2b) were used to test the possible differences in the non-
dimensional daily pattern across the year (seasonal cycle); such labels identify the season
(1 = spring,...4 = winter) each day belongs to. Figure 2b shows that there is no strong clus-
tering in terms of climate, since days belonging to the same season are randomly distributed
within the SOM (only a feeble tendency of summer days to agglomerate can be observed).
This implies that, although time series were initially divided into 5 different clusters basi-
cally according to the total consumption in August (Padulano and Del Giudice 2018), this
difference can only be observed in dimensional patterns but it does not extend to the daily
distribution of non-dimensional consumption.

Since SOM preserves feature topology, the position of neurons enables the prediction of
variability within each cluster. For instance, for all the residential groups, variance in Cluster
C is expected to be low, since there is a large number of days very close in the map, with
few voids. On the opposite, Cluster A is expected to have a higher variance since it is made
up of a reduced number of days scattered in a wide portion of the map, with a great number
of empty neurons in it. Some other considerations can be made by merely observing the
scattering of days in the map: in Fig. 2e, as an example, positions in Cluster A suggest that
there is a large number of similar Sundays, placed in the upper part of the cluster, whereas
a small number of isolated Sundays, placed in the lower left part of the map, is significantly
different and separated from the first group by many empty neurons. Similarly, in Fig. 2¢
two distinct groups of Sundays can be detected. Cluster C in Fig. 2e is twofold as well, being
made up of a main upper part of close neurons plus a small number of isolated days in the
lower part (the empty neurons in-between suggesting different-looking patterns). The shape
of clusters can give information about variability as well: for example, the shape of Cluster
B is compact in Fig. 2d, e, f, suggesting a very low inner variability (since many days are
connected to the others by all the sides of the hexagons) but it is extended in Fig. 2a, c,
suggesting a slightly higher variability, since most days are only connected to the others by
means of the upper and lower sides of the hexagon.
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Fig.2 SOM for consumption groups 1-5 (residential flow meters)

Figure 3 shows the final non-dimensional prototypes for residential consumption. The
three clusters share some characteristics, such as the highest peak in the morning and a very
low consumption in the night, with only a small variance. Moreover, Clusters A and B have
a similar peak in the evening, which is significantly lower than the evening peak in Cluster
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Fig. 3 Daily non-dimensional prototypes for consumption groups 1-5 (clustered daily patterns in first to
third column, cluster centroids in fourth column)

C. In Clusters A and B the morning peak is equally delayed compared to Cluster C, whereas
in Clusters B and C a third peak at lunchtime can be observed that is missing in Cluster A.

3.1.2 Commercial Consumption

Figure 4a shows the results of SOM for the commercial consumption group labelled
“shops”, which includes clothing and gift shops. SOM provides 3 clusters, namely: Clus-
ter A, made up of highly scattered Sundays suggesting a significant variability; Cluster B,
made up of grouped Saturdays; Cluster C, made up of workdays.

Figure 4b shows the results of SOM for the commercial consumption group of barber
shops. SOM provides 3 clusters, organized in a peculiar shape. Cluster E, made up of days
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(b) Consumption Group 7: barber shops
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Fig.4 SOM for consumption groups 6—11 (commercial flow meters)

from Tuesday to Saturday, is compressed in the middle of the map, suggesting both a high
similarity of the patterns within the cluster and the need for SOM to arrange additional
space to account for the variability of the other clusters. Cluster D is made up of isolated
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Mondays: this is because for this day barber shops can autonomously decide whether to stay
closed or half-day open. Cluster A is made up of dispersed Sundays.

Figure 4c shows the results of SOM for the commercial consumption group of coffee
shops. Resulting clusters are Cluster A (Sundays) and Cluster F (days from Monday to
Saturday). Along with barber shops, this is the only case when Saturdays are randomly
scattered among the workdays.

Figure 4d shows the results of SOM for schools. For this group resulting clusters gather
different sets of days, namely: Cluster G is made up of days when schools are completely
closed (Saturdays, Sundays, public holidays and the greatest part of August, whose days
collect in the first column of the map); Cluster H is made up of days when there are no
lessons but some other activities could take place, such as meetings and exams (part of June
and September, the whole July and Christmas holidays); Cluster I is made up of regular
school days.

Figure 4e shows the resulting two clusters provided by SOM for banks and postal offices:
Cluster C gathers regular workdays covering the whole year, whereas Cluster J gathers
all Saturdays, Sundays and public holidays. In this cluster some neurons exist which are
occupied by a great number of days, labelled as “7+”. This can be explained with the
observation that, differently from other offices or stores, there is no possibility at all that
banks and postal offices are in operation on Sundays.

Figure 4f shows the results of SOM for the connections labelled as “offices”. The three
resulting clusters are quite similar to those in Fig. 4a, separately gathering Sundays, Satur-
days and workdays respectively, with public holidays assigned to Cluster A or Cluster B.
For this consumption group, however, a larger variability among Sundays can be observed,
represented by a partition of Cluster A in the four corners of the map.

Figure 5 shows the final non-dimensional prototypes for commercial consumption. Com-
pared to Fig. 3, a significantly larger variability can be observed for all the consumption
groups and especially for clusters excluding regular workdays. This is mainly due to (i) the
small number of connections in each group causing a residual instability in consumption
values and (ii) the occurrence of isolated water usages during the day, causing very high
peaks in the non-dimensional pattern. It can also be noted that only consumption groups 9
and 10, whose opening is strictly allowed only during workdays, show zero consumption,
with the non-dimensional pattern fluctuating around 1.

3.2 Scaling Laws for Residential Consumption Groups

In the present section, spatial aggregation issues are examined in depth for residential con-
sumption groups only, given the high number of connections. Section 3.1 showed that no
differences can be observed in the behaviour of non-dimensional patterns of groups 1-5;
since those clusters mainly differ for consumption volumes in the month of August, it was
decided to treat them as a unique consumption group (structured in Clusters A, B and C),
provided that August observations are removed from the residential time series. The total
number of time series belonging to groups 1-5 is Npax = 2002.

With the aim of deriving dimensional patterns (mean and variance) for different spa-
tial aggregation levels N (with N = 5,...2000 with pace 25, plus Nmax), the following
procedure is adopted:

1. VN, N residential flow meters are randomly selected from the dataset and related time

series g; (t) are summed up to obtain aggregated signals Q (N, t). Random extraction is
repeated 50 times and averaged to overcome the influence of specific connections.
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Fig. 5 Daily non-dimensional prototypes for consumption groups 6—11 (clustered daily patterns in first to
third column, cluster centroids in fourth column)

2. VN, from the aggregated time series Q (N, t) observations are extracted referring to a
specific hour & of the day, to obtain hourly subseries Qj (V). Corresponding aggregated
mean up, (N) and variance O’hz (N) are computed and coefficients y and g are calibrated
by fitting Eq. 7 to data O (N).
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3. The operations described at steps 1 and 2 are repeated, separately, for each cluster k
(with k = A, B or C) and for each hour / of the day; therefore, the procedure is applied
3 x 24 =72 times.

Figure 6a shows that the relation between uy and N is perfectly linear for each hourly
subseries, in accordance with Eq. 3, for the three different clusters of days. Table 2 shows
the angular coefficient p ,, which coincides with the mean of g, ;, averaged across all the
residential flow meters. If the 1, ,, column is ideally ordered from the highest to the lowest
value, the order of the lines in Fig. 6a is also obtained, since for a fixed N the highest is
Wi, the highest is the line: this implies that, for Cluster A, the highest line in Fig. 6a refers
to h = 10, the second highest to # = 9 and so on to the lowest, which refers to 4 = 4; for
Cluster B the highest line refers to 2 = 9, the second highest to 2 = 10 and the lowest to
h = 3; for Cluster C the highest line refers to 7 = 8, the second highest to 4 = 7 and the
lowest to 7 = 3 (Table 2). Figure 6b shows the relation between ahz and u;, in accordance
with the variance function in Eq. 7. Table 2 shows the coefficients y and g for each clus-
ter k and each hour /, obtained by a fitting operation on data. It is particularly evident that,
although a slight variation exists, 8 can be considered constantly equal to 2, implying a per-
fect cross-correlation among the time series and confirming the hypothesis of homogeneous

w10? (@ %107 b 0t ©
] steam 9 (N=No)

y (L/h) o (L¥/h?)
6

%

6

Cluster A

0 500 1000 1500 2000 0 2 4 6 %10 .
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0 0
0 500 1000 1500 2000 0O 2 4 6x10* 8 16 24
N (connections) My (L/h) hour of the day

Fig. 6 Relation between a aggregation level N and aggregated mean p; data (fitted line parameters in
Table 2, not shown) and b aggregated mean pi;, and variance UP% data (fitted curve parameters in Table 2, not
shown); ¢ aggregated data Q for each hour of the day at the maximum aggregation level Npax = 2002,
along with aggregated mean puj, and %oy, variation band
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Table 2 Regression parameters

Cluster A Cluster B Cluster C

h Wnu™ y* B* Mhu™® y* B* W™ y* B*

1 5.8 0.104 2.00 4.5 0.035 2.00 3.8 0.040 1.99
2 3.6 0.093 2.00 2.8 0.032 1.99 2.2 0.041 1.99
3 2.4 0.052 2.00 2.1 0.036 1.98 1.8 0.038 1.99
4 2.1 0.053 1.99 22 0.023 1.99 2.2 0.026 1.99
5 3.0 0.056 1.99 38 0.031 1.99 44 0.027 2.01
[§ 6.3 0.082 2.00 9.2 0.038 2.00 14.6 0.021 2.00
7 14.1 0.067 2.00 20.0 0.025 2.00 28.8 0.021 2.00
8 244 0.051 2.00 30.5 0.018 2.00 30.5 0.017 2.00
9 32.7 0.040 2.00 35.0 0.017 2.00 28.5 0.018 2.00
10 343 0.035 2.00 325 0.017 2.00 24.3 0.019 2.00
11 30.8 0.036 2.00 27.2 0.018 2.00 20.5 0.021 2.00
12 26.6 0.035 2.00 23.8 0.017 2.00 19.1 0.021 2.00
13 24.5 0.034 2.00 24.9 0.015 2.00 20.8 0.019 2.00
14 22.7 0.035 2.00 25.8 0.015 2.00 222 0.016 2.00
15 222 0.039 2.00 233 0.017 2.00 19.5 0.017 2.00
16 19.0 0.042 2.00 21.0 0.020 2.00 17.2 0.021 2.00
17 18.1 0.044 2.00 20.3 0.024 2.00 16.3 0.025 2.00
18 16.7 0.047 2.00 18.0 0.033 2.00 159 0.021 2.00
19 16.8 0.043 2.00 18.0 0.026 2.00 18.9 0.017 2.00
20 19.5 0.038 2.00 20.3 0.018 2.00 244 0.016 2.00
21 17.7 0.039 2.00 17.9 0.026 2.00 23.1 0.018 2.00
22 144 0.040 2.00 14.8 0.029 2.00 17.3 0.023 2.00
23 12.4 0.041 2.00 12.7 0.026 1.99 12.9 0.022 2.00
24 8.4 0.050 2.00 8.5 0.043 2.00 7.4 0.032 2.00

*#Variables units: 115, ,, (L/h); B (-); ¥ (L/h)>~8 (if B = 2 y is non-dimensional)

demand within the group; in this sense, the assumption of a linear(quadratic) law to describe
aggregated mean(variance) is perfectly validated by the experimental data, providing fitting
regression coefficients higher than 98% for all the hours of the day. Similarly, variability of
y can be reduced to two different values y| and y» representative of nocturnal and diurnal
hours respectively, with y; = E{y(h =1 —5,24)} and y» = E{y(h = 6 — 23)}. Table 2
provides y; = 0.068, 0.033, 0.034 and y, = 0.044, 0.022, 0.020 for k =A, B, C respec-
tively. In Fig. 6b, the correspondence between curves and hours can be found by noticing
that the shortest curves refer to the lowest consumption hours, whereas the longest refer to
the peak hours. Figure 6¢ shows the final dimensional aggregated data for the maximum
possible aggregation level (Npax = 2002) along with aggregated mean wj; and variation
band +oy, (here o, is computed by means of y; and y»). Two observations can be made:

1. Standard deviation for nocturnal hours is significantly lower than diurnal hours. This
was expected since night consumption usually is very low and with little fluctuation in
water usage behaviour of consumers;
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2. For each hour of the day, the position of the mean in Fig. 6¢ with respect to aggregated
data suggests a certain asymmetry in the probability density function of the hourly
series (this is particularly evident for Cluster C).

4 Conclusions

In the present paper a novel approach is presented to detect daily water consumption pat-
terns for both residential and commercial users, based on the use of Self-Organizing Map.
As a novelty element in the framework of water demand, SOM was used to perform pat-
tern recognition and to understand consumption prototypes. SOM results confirmed the
existence of different “consumption groups”, referred to different types of consumers, char-
acterized by significantly different non-dimensional water consumption patterns; for each
group, patterns can be further classified in clusters based on the weekdays they refer to
(workdays/weekends with some differences among the groups). However, in each cluster,
calendar date is irrelevant, meaning that non-dimensional daily patterns do not show any
seasonal effect.

Basing on the homogeneous groups resulting from SOM and on real data, an in-deep
analysis of residential prototypes was performed to solve the issue of spatial aggregation.
As a novelty element, variance function was used to describe the dependence of aggregated
variance on the number of aggregated users. Equations and parameters’ values were given to
generate mean dimensional consumption pattern and variation bands describing water con-
sumption of a group of any N users with N ranging between 5 and 2002. The so-obtained
patterns can be used for different purposes, such as: (i) as nodal inputs of a water distri-
bution network to run hydraulic simulations; (ii) as design input for a supply line; (iii) to
represent water consumption of significant sets of people, such as agglomerates of buildings
and census areas.
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