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This paper  contributes  to prior  literature  and  to the  current  debate  concerning  recent  revisions  of the
regulatory  approach  to  measuring  bank  exposure  to  interest  rate  risk  in the banking  book  by  focusing
on  assessment  of the appropriate  amount  of capital  banks  should  set  aside  against  this  specific  risk.  We
first  discuss  how  banks  might  develop  internal  measurement  systems  to  model  changes  in  interest  rates
and  measure  their  exposure  to interest  rate risk  that are more  refined  and  effective  than  are  regulatory
methodologies.  We  then  develop  a backtesting  framework  to  test  the  consistency  of  methodology  results
with  actual  bank  risk  exposure.  Using  a representative  sample  of Italian  banks  between  2006  and  2013,
our  empirical  analysis  supports  the  need  to improve  the  standardized  shock  currently  enforced  by the
Basel  Committee  on Banking  Supervision.  It also  provides  useful  insights  for properly  measuring  the
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. Introduction

International banking authorities have recently developed mod-
ls and issued guidelines to assess banks’ exposure to interest rate
isk in the banking book (IRRBB), because of its peculiar nature
nd systemic relevance. Following the savings and loan crisis of
he 1980s and ‘90s, the U.S. Federal Reserve Bank (FED) devel-
ped the economic value model, which measures IRRBB through
hanges in a bank’s economic value of equity (EVE) via a duration-
ased estimate of interest rate sensitivity (Houpt and Embersit,
991; Sierra and Yeager, 2004; Sierra, 2009; Wright and Houpt,

996 Sierra, 2009; Wright and Houpt, 1996). Subsequently, in 2004,
he Basel Committee on Banking Supervision (BCBS) adopted an
ccounting-based duration model that estimates IRRBB by apply-

� This research did not receive any specific grant from funding agencies in the
ublic, commercial, or not-for-profit sectors.
∗ Corresponding author.

E-mail addresses: rocerro@unisa.it (R. Cerrone), rosa.cocozza@unina.it
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/).
ing a standardized shock in interest rates. The standardized shock
is alternatively given by a ± 200 bp parallel shift in the yield curve
fixed for all maturities (the parallel shifts method), or by the 1st
and 99th percentile of observed interest rate changes, using a one-
year holding period and a minimum five years of observations (the
percentiles method). These scenarios of changes in interest rates
allow calculation of a risk indicator, which is given by the ratio
of the change in a bank’s EVE to its regulatory capital and whose
alert threshold is set equal to 20 percent. Throughout the paper,
we term the parallel shifts and percentiles methods as “regulatory
methodologies.”

The drawbacks of the BCBS framework have been pointed out
not only by academic research, by mainly testing its underlying
assumptions (Abdymomunov and Gerlach, 2014; Cocozza et al.,
2015; Entrop et al., 2008; Entrop et al., 2009; Fiori and Iannotti,
2007), but also by the financial authorities (BCBS, 2009). In May
2015, the European Banking Authority (EBA, 2015) published a
technical document to revise and supplement the guidelines pro-

posed by the Committee of European Banking Supervisors (CEBS,
2006). Recently, BCBS (2016) issued new standards to revise the
principles for IRRBB management and supervision set in 2004.
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hese standards are intended to come into force in 2018 and should
rovide more extensive guidance on crucial areas, such as the
evelopment of interest rate shock scenarios and an updated stan-
ardized framework.

Within their internal capital adequacy assessment process
BCBS, 2006; CEBS, 2006), banks use to set aside against IRRBB
n amount of internal capital corresponding to the numerator
f the previously mentioned risk indicator, i.e., the change in
anks’ EVE due to an interest rate shock. Therefore, inaccurate
stimates of IRRBB would lead banks to reserve an amount of
nternal capital that might either underestimate or overestimate

 bank’s actual riskiness, with potentially negative consequences
n both cases: underestimation might jeopardize banking stability,

hereas overestimation might charge banks higher opportunity
osts and eventually reduce their credit supply to the economy.1

 proper measurement of bank risk exposure is relevant from the
erspective of supervisory authorities since, based on the results
f this assessment, their actions may  have a huge impact on bank
ctivity.2 Furthermore, inaccurate estimates of IRRBB would also
rovide poor indications for banks’ asset and liability manage-
ent (ALM) strategies: underestimation might drive managers to

ake excessive risk, whereas overestimation might prevent banks
rom implementing profitable ALM strategies. Overall, the output
f the risk models embedded within the Basel regulations could
ave a tremendous impact on the real economy and, therefore, it is

mportant to understand to what extent both banks and financial
uthorities can rely on them and when their use is not advisable
see Danielsson et al., 2016 for a general framework to quantify

odel risk).
Based on these issues and the current low-interest-rate environ-

ent, modeling interest rate changes and measuring their impact
n the banking sector are still timely and key research areas. Recent
apers have investigated how banks managed their interest rate
isk during the crisis years, when unconventional monetary pol-
cy decisions drove interest rates to unprecedented low levels3,4

Esposito et al., 2015; Chaudron, 2016; Memmel  et al., 2016). Our
ontribution to prior literature and to the current debate concern-
ng recent revisions to the IRRBB regulatory treatment is twofold
nd centers on an assessment of the appropriate amount of the
nternal capital that banks should set aside against this specific risk.

First, consistent with important regulatory constraints com-
only applied to quantify IRRBB-related internal capital, we show

ow banks might adopt simulation techniques to model changes

n interest rates in a more refined and effective way than the
egulatory standardized shock. Simulation techniques have been
xtensively examined by prior literature to estimate market risk

1 The risk indicator also provides useful information with regard to the equilib-
ium of banks’ assets and liabilities structures in terms of their respective maturities
nd  repricing dates. From this perspective, it complements the net stable funding
atio  set by the BCBS to measure and manage banks’ exposure to liquidity risk (for
n  analysis of the impact of the net stable funding ratio on financial stability see
shraf et al., 2016).
2 Kupiec et al. (2016) have recently highlighted the importance of bank examina-

ion by supervisory authorities with regard to U.S. credit institutions. Their evidence
uggests that the bank supervision process successfully constrains the lending activ-
ties of banks operating in an unsafe and unsound manner.

3 Cukierman (2013) describes the changes that occurred in the conduct and instru-
ents of monetary policy used by major central banks when the crisis hit. He also

iscusses the consequent new tradeoffs and controversies and speculates about
dditional likely future changes in monetary policy and institutions.
4 The extremely low level of interest rates has raised many issues in terms of finan-

ial  intermediaries’ profitability and overall financial system stability. According to
arnea et al. (2015), monetary policy and financial stability policy are highly inter-
elated. They show that the monetary policy transmission mechanism depends on
nancial stability policy tools as well as on regulatory and institutional constraints.

n particular, they find policy tradeoffs in trying to accomplish both monetary and
nancial stability targets that central banks must take into account.
l Stability 30 (2017) 126–138 127

(Jorion, 2007) and suggested by regulators to measure interest
rate risk within banks’ internal measurement systems (BCBS, 2004;
BCBS, 2016; Comptroller of the Currency Administrator of National
Banks, 2012). In the absence of specific previous contributions, we
discuss the application of historical and Monte Carlo simulation
techniques to model changes in interest rates to measure a bank’s
exposure to IRRBB in a low-interest-rate environment and hence-
forth term them “internal methodologies.”

Second, we develop a backtesting framework to test the consis-
tency of a methodology’s results with actual bank risk exposure
under ordinary operating business conditions. Our  backtesting
framework draws on the forecast evaluation methods developed
by Lopez (1999) to test VaR models based on potential losses result-
ing from the underestimation of market risk. However, given the
peculiarities of IRRBB measurement and management, we focus not
only on its underestimation but also on the effects of overestima-
tion. We compare the different methodologies by assessing their
ability to avoid unnecessary reduction in bank lending activity and
associated opportunity costs should the estimated risk indicator
overestimate actual risk exposure, and to reduce the risk of under-
mining banking sector stability should underestimation occur.

This research examines exposure to IRRBB by collecting pro-
prietary balance sheet information from a sample of 130 Italian
commercial banks over the period from 2006 to 2013. Analysis of
the Italian banking system is especially interesting because Italian
banks generally act as qualitative asset transformers, meaning that
IRRBB arises from basic banking business. Because of the crucial
role played by commercial banks in modern financial systems, our
investigation is also relevant from a global perspective.

Overall, Italian banks adequately manage IRRBB and their risk
indicators are well below the alert level enforced by the regulator.
In terms of the nature of their risk exposure, our sample inter-
mediaries appear exposed to both raising (asset-sensitive banks)
and, more frequently, decreasing (liability-sensitive banks) interest
rates. We find that historical and Monte Carlo simulations (inter-
nal methodologies) produce estimates of internal capital that are
more robust from a prudential adequacy perspective with regard
to this specific aspect, when compared with regulatory method-
ologies. In fact, the internal methodologies avoid a specific issue
that we term “risk neutrality.” Based on this misleading result,
some banks experience an increase in their EVE when the regu-
latory standardized shock is applied, whether the shock be up or
down. Consistent with the overall decreasing trend in interest rates
observed during the sample period, liability-sensitive banks use
derivatives to offset their on-balance sheet risk exposure to IRRBB,
whereas asset-sensitive banks use their off-balance sheet positions
to enhance the gains associated with the same scenario. On average,
derivatives have also allowed banks to reduce the distance between
their estimated and actual risk exposure and thus optimize their
amount of internal capital against IRRBB. Furthermore, the internal
methodologies, and the Monte Carlo simulations in particular, per-
form better than the regulatory ones in terms of their consistency
with actual bank riskiness, measured through the ex post changes
in interest rates that actually occurred after the estimation date.

Our analysis improves upon the standardized shock treatment
adopted in BCBS (2004) and provides new insights for properly
measuring bank internal capital against IRRBB. The methodological
framework we  propose is applicable to publicly available data and
can be replicated by those outside banking institutions. Such pub-
licly available measures of IRRBB can provide a crucial contribution
to the functioning and stability of the international banking system,
thus calling for greater attention not only from regulators, super-

visors and the overall banking industry, but also from academic
researchers.

The rest of the paper is organized as follows. In order to position
this research within the literature, in Section 2 we discuss three
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apers that examine banks’ exposure to and management of inter-
st rate risk during the financial crisis and measure IRRBB through
he economic value approach adopted in this paper. Section 3 pro-
ides an overview of the current regulatory IRRBB framework and
iscusses previous literature testing the robustness of its main
ssumptions. In Section 4, we describe the two methodologies
hat banks might internally develop to model interest rate changes
ased on historical and Monte Carlo simulation techniques. Sec-
ion 5 presents a backtesting framework to test the effectiveness of
oth internal and regulatory methodologies. Section 6 presents the
esults of our empirical analysis, in which we measure the IRRBB
f a sample of Italian banks based on both regulatory and internal
ethodologies and implement our backtesting procedure. Section

 concludes the paper.

. The exposure and management of interest rate risk
uring the financial crisis

After the collapse of Lehman Brothers in 2008, interest-rate risk
anagement became more important than ever for both European

nd U.S. banks, as a result of unprecedented monetary policy deci-
ions taken by both the European Central Bank (ECB) and the U.S.
ED.5 The previously unheard of reduction in official policy rates
nd unconventional measures adopted by the two central banks
ad a strong impact on the term structure of market interest rates
nd reduced them to an extremely low level. As shown by Borio
t al. (2015) and Busch and Memmel  (2015), current low interest
ates and the flat yield curve have also driven down bank prof-
tability. Major issues, therefore, especially for bank supervisors
nd policy makers, are whether or not the current low-interest-
ate environment has created incentives to take more risk, and how
anks managed their risk exposure under extraordinary financial
nd economic conditions during the crisis. Recent literature has
nvestigated the exposure to and management of interest rate risk
uring the crisis years. We  examine below three papers that refer
o the Italian, German and Dutch banking sectors, respectively, all
sing an economic value approach to measure IRRBB.

Esposito et al. (2015) measure the IRRBB exposure of a sample of
8 Italian banks over the period ranging between the second half of
008 and the first half of 2012. In particular, they assess how inter-
ediaries managed IRRBB either modifying the duration mismatch

etween on-balance sheet assets and liabilities (on-balance sheet
estructuring) or relying on interest rate derivatives (off-balance
heet adjustment). Overall, by adopting the duration gap approach
f the simplified methodology introduced by Bank of Italy (2006),
nd by using a unique dataset of semi-annual observations, they
nd that Italian banks’ exposure was well below the previously
entioned alert threshold. Furthermore, they observe that banks

sed their on-balance sheet interest rate risk and their off-balance
heet exposure to offset each other, rather than to pursue a strategy
iming to enhance the potential gains that might have occurred in
he case of a rise in interest rates.

Memmel et al. (2016), examine a sample of German banks dur-
ng the period from 2005 to 2014, in order to study the relationship
etween banks’ expected returns from term transformation and
heir exposure to the corresponding interest rate risk. According
o this research, decreasing interest rates not only drive down
ank profit margins but, if the low-interest-rate scenario persists,
ank managers have the incentive to act as if they are risk prone,

hich is extremely dangerous from a financial stability perspective.

he authors find that the relationship between interest rate risk
nd bank risk taking is, as expected, usually positive, but becomes

5 See ECB (2011) for a discussion of the effectiveness of unconventional monetary
olicy measures adopted by the two  central banks.
l Stability 30 (2017) 126–138

weaker when a bank’s operating income decreases. They then show
that the relationship changes its sign and banks start to increase
their exposure to interest rate risk, even if the expected returns
from term transformation decrease, when operating income falls
below a certain threshold.

By investigating how banks have managed their IRRBB exposure
under a scenario of decreasing interest rates and a flattening yield
curve, Chaudron (2016) detects the interest-rate risk position of 42
Dutch banks, representing roughly 90 percent of the entire balance
sheet of the Dutch banking sector during the investigation period
from 2008 until the middle of 2015. The author investigates how
bank risk position changes over time, how much of their returns
on assets and net interest margins depend on income from matu-
rity transformation and which factors influence their interest-rate
risk position. Interest rate risk is measured through the basis point
value, which is the change in the economic value of equity due
to a change in the interest rate by one hundredth of a percent
(0.01%). Dutch banks show rather small interest rate risk positions,
are active in maturity transformation only to a limited degree, and
do not maintain a constant interest rate risk position, but adjust it
to changes in the economic environment. Based on a panel model
estimation, interest-rate risk positions are negatively related to on-
balance sheet leverage, exhibit a U-shaped relation with solvability,
and, contrary to the evidence reported in other studies, do not
vary systematically with the size of the banks. Finally, banks that
received government help during the crisis took on greater interest
rate risk.

3. Regulatory methodologies to estimate interest rate risk
in the banking sector: overview and related literature

Based on BCBS (2004), Bank of Italy (2013) requires banks to
allocate on- and off-balance sheet accounts into the following 14
time bands of a maturity ladder: i) demand and revocable, ii) up to
1 month, iii) 1–3 months, iv) 3–6 months, v) 6–12 months, vi) 1–2
years, vii) 2–3 years, viii) 3–4 years, ix) 4–5 years, x) 5–7 years, xi)
7–10 years, xii) 10–15 years, xiii) 15–20 years, xiv) more than 20
years. Overall, floating rate assets and liabilities are slotted into the
time bands based on their next repricing day, whereas fixed-rate
accounts are assigned according to their residual maturity.

By assuming that on- and off-balance sheet accounts have a
maturity exactly coinciding with the midpoint of each time band i to
which they are allotted, IRRBB is measured through predetermined
sensitivity coefficients, i.e., modified duration coefficients (MDi).
Assets and liabilities are offset to calculate net positions (NPi),
which are weighted by the corresponding MDi and the assumed
interest rate shock (�r). The resulting net weighted positions are
then summed up across the different time bands to calculate the
change in a bank’s EVE, which is finally divided by the bank regula-
tory capital (RC) to obtain a risk indicator (RI), whose alert threshold
is set equal to 20%:

RI =

14∑
i=1

NPi · MDi · �r

RC
≤ 20% (1)

Under the parallel shifts method, �r  is given by a ±200 bp paral-
lel shift in the yield curve. According to the percentiles method, the
interest rate shock is based on the 1st and 99th percentiles of the
yearly interest rate change, obtained by using the overlapping data
technique with a one-year holding period and a minimum five years
of observations (BCBS, 2004). Based on the so-called non-negativity

constraint, negative shocks in interest rates cannot drive the term
structure of the observed interest rates below the zero level.

Within the BCBS framework, accounting-based data are used to
obtain the cash flow structure of a bank’s on- and off-balance posi-
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ions. Therefore, a bank’s exposure to IRRBB depends, among the
ther things, on assumptions concerning the distribution of asset
nd liability maturities and repricing dates within the time bands
f the maturity ladder. By using time-series accounting-based data,
ntrop et al. (2008) develop a model to estimate the distribu-
ion of the maturities of a bank’s assets and liabilities within each
ime band. Their estimates are more in line with those internally
btained by banks, and their model explains the cross-sectional
ariation in bank interest rate risk better than the BCBS approach.

As far as interest rate shocks and predetermined sensitivity coef-
cients are concerned, Fiori and Iannotti (2007) develop a Value
t Risk (VaR) methodology to model interest rate changes that
akes into account both asymmetry and kurtosis of the interest-rate
istribution. Their methodology, based on a principal component
onte Carlo simulation, accounts not only for the concept of dura-

ion but also for that of convexity, and calibrates the sensitivity
oefficients using market data. By analyzing the 18 major large-
nd medium-sized Italian banks, they show that their results are
onsistent with the risk exposure estimated via the ±200 bp par-
llel shift if the regulatory sensitivity coefficients are calibrated on
he basis of current market data at the evaluation date.

BCBS (2004) and Bank of Italy (2013) set specific criteria to allot
pecific accounts whose legal maturity differs from the behavioral
ne. With regard to non-maturity deposits, Cocozza et al. (2015)
evelop a methodology that considers their actual behavior in
erms of both price sensitivity to changes in market rates and vol-
me  stability over time. According to their results from a sample of
0 Italian commercial banks, the use of different allocation criteria
ffects not only the size of the risk estimate but also the nature of
ank risk exposure. Allotment criteria may  also determine the so-
alled risk inversion phenomenon, i.e., banks formerly exposed to
n increase in interest rates can also become exposed to a reduction
n interest rates. Furthermore, they show that, when market rates
re low, some banks, defined as risk-neutral banks, appear to expe-
ience an increase in their equity economic value whether interest
ates decrease or increase under the parallel shifts method.

Abdymomunov and Gerlach (2014) show that, when market
ates are low, the methods used by banks and supervisors to
ssess interest rate risk under stressed conditions can understate
anks’ exposure and propose a new method for generating yield-
urve scenarios. Their evidence from a large U.S. bank shows that
heir model generates yield-curve scenarios with a wider variety
f slopes and shapes than alternative historical and hypothetical
cenario-generation methods, including the regulatory methodolo-
ies.

By considering the aggregated German universal banking sys-
em, Entrop et al. (2009) analyze how a bank’s risk exposure
hanges if some major assumptions of the regulatory model are
odified. In particular, they consider the allotment of non-maturity

eposits into the time bands, the allotment of assets and liabili-
ies within the time bands, the number and boundaries of the time
ands, the amortization rate of customer loans, and the spread
etween the coupon and the market interest rate used to calcu-

ate the modified duration associated with each time band. They
rove that the results of the regulatory framework significantly
epend on the underlying assumptions and must be considered
ith caution for both supervisory and risk-management purposes,

ince they cannot be assumed to be above the level of real bank
iskiness.

. Internal methodologies to estimate IRRBB
Within their internal capital adequacy-assessment process,
talian banks measure IRRBB, under both ordinary and stressed con-
itions, by applying different techniques, ceteris paribus, to model
l Stability 30 (2017) 126–138 129

interest rate changes. Therefore, in line with banking practice, here
we take the rest of the regulatory assumptions as given and focus
on modeling interest rate changes, in order to address the limits of
the BCBS (2004) parallel shifts and percentiles methods. In particu-
lar, the parallel shifts method is set regardless of actual changes
in interest rates. In this respect, the two scenarios correspond-
ing to the 1st and 99th percentiles of the percentiles method are
changes that actually occurred. Nevertheless, these changes might
have occurred on different days. For example, the 1st percentile
might refer to January 22nd, 2008 for the interest rate of the first
time band, to December 23rd, 2010 for the interest rate associated
with the second time band, etc. Therefore, as with parallel shifts, the
percentiles method does not account for the correlations actually
observed among the annual changes in interest rates.

In this section, we  present two methods that banks can
internally develop by making use of historical and Monte Carlo sim-
ulation techniques, respectively. The shocks are applied to a term
structure of interest rates (henceforth, our key rates) whose nodes
correspond to the midpoints of the 14 time bands of the regulatory
maturity ladder.

The historical simulation method can account for correlations
among the annual changes in key rates because the risk indicator is
based on scenarios of changes in interest rates that are represented
by the joint annual changes in our key rates that have actually
occurred over the past five years. These scenarios are calculated
on a given day through the overlapping technique, as suggested
by BCBS (2004), and are applied to the net positions to obtain the
net weighted positions. We  then sum the net weighted positions
to calculate the change in a bank’s EVE and divide this sum by the
regulatory capital to obtain an empirical distribution of the risk
indicator. This distribution is cut in correspondence with the per-
centile associated with the desired confidence level, which is set
equal to 99% following BCBS (2004). However, it is possible that the
non-negativity constraint might prevent this method from captur-
ing the correlations when interest rates are very low.

The Monte Carlo simulation method allows us to generate sce-
narios that both take into account the correlations between the
annual changes in our key rates and meet the non-negativity con-
straint. We  carry out as many simulations as are required to obtain
the desired number K of scenarios, which we  set equal to 10,000,
and reject those simulations leading the term structure of our key
rates under the zero level in one or more nodes. In this way, we
obtain a distribution of the risk indicator that is cut at the per-
centile corresponding to a 99 percent confidence level. Specifically,
we develop the method as follows:

i) Select the joint probability density function that guaran-
tees the best approximation of the actual distributions of annual
changes in the key rates. The application of the overlapping data
technique supports the use of a normal joint probability density
function, already adopted by Fiori and Iannotti (2007).

ii) Estimate means and variances of the distributions of the
annual changes in the key rates and their variance-covariance
matrix (�). Distributions of annual changes are not adjusted on
the basis of the non-negativity constraint in order to account for
actual correlations among the annual changes in key rates.

iii) Generate a random number ui (i = 1,. . .14) ranging from 0 to
1 at each node of our key rates term structure.

iv) Convert each ui into a value zi (i = 1,. . .14) distributed accord-
ing to a standard normal. In symbols:

zi = F−1(ui) (2)
where F−1 is the inverse of the distribution function of the proba-
bility density function of the annual changes of the ith key rate.
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v) Use the algorithm of Cholesky in order to decompose the
atrix � in two matrices Q and Q’ such that:

′ · Q = ˝ (3)

vi) Calculate the vector x, whose elements are the joint sim-
lated annual changes in the key rates through the following
ormula:

 = Q ′ · z + � (4)

here z is the vector of the values calculated in step iv) and � is the
ector of the 14 means of the distributions of the key rates annual
hanges calculated in step ii). Each vector x represents a simulated
cenario that will be used to calculate the risk indicator.

vii) Repeat steps iii)-vi) until we reach a number K of scenarios
hat meet the non-negativity constraint.

viii) Apply the K simulated scenarios to the net positions to
alculate the net weighted positions. For each scenario, the net
eighted positions are summed in order to calculate the change

n a bank’s economic value, which is finally divided by the regula-
ory capital. The empirical distribution of the risk indicator is finally
ut to identify the 99th percentile.

From a methodological perspective, it is interesting to note that,
nder the parallel shifts and percentiles methods, the risk indicator

s obtained by assuming that all the key rates move together in the
ame direction. Under both the internal methodologies presented
ere, however, key rates are allowed to move in different directions
nd the only restriction applied to the changes in the key rates is
he non-negativity constraint set by BCBS. We  allow the key rates to
hange because episodes in the recent and more distant past, such
s the measures of monetary policy that have driven market rates
o extremely low levels and the U.S. savings and loan crisis, have
hown that their term structure can actually assume characteristics
nd dynamics which, ex ante, would have been judged unrealistic.

. A backtesting framework

Based on the related literature (for a review, see Campbell,
006), mainly two approaches have been employed to implement

 backtesting procedure. A backtest could be based either on a
it function (see, for example, the backtests developed by Kupiec,
995; Christoffersen, 1998; Christoffersen and Pelletier, 2004) or
n a loss function (Lopez, 1999). Regarding the former, backtest-
ng procedures based on a loss function have greater flexibility,
ince the loss function can be tailored to address specific concerns,
ven if the increased flexibility generates a substantial increase in
he informational burden associated with assessing the accuracy
f a certain model under consideration. In fact, in order to assess
hether the average loss is “too large relative to what would be

xpected,” it is necessary to understand the stochastic behavior
f the loss function. Therefore, backtesting procedures based on a
oss function approach require an explicit assumption about the
istribution of profits and losses.

Given our objective of comparing the performance of the dif-
erent methodologies used to measure IRRBB, however, we  decide
o adopt a loss-function-based approach, since prior literature rec-
gnizes that loss-function-based backtests may  be very useful for
etermining whether one model provides a better risk assessment
han a competing model. From this perspective, loss-function-
ased backtests may  be more suited to discriminating among
ompeting models rather than judging the accuracy of a single
odel, which is exactly the aim of our backtesting framework.

To set up our backtesting framework, we adopt the logic under-

ying the forecast evaluation methods proposed by Lopez (1999),
hich tests VaR models by focusing on the potential losses asso-

iated with the underestimation of market risk and gives to each Ta
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methodology a score based on a certain loss function: The lower
the score, the better is the methodology performance. Forecast
evaluation methods are particularly suitable for backtesting with
datasets as small as ours because they do not suffer from the low
power of a standard test since they are not frequency-based statis-
tical tests. Furthermore, as mentioned above, forecast evaluation
methods allow us to tailor the loss function to the specific objec-
tives of the backtesting analysis. Therefore, given the peculiarities
of IRRBB, we adapt Lopez’s (1999) backtesting framework to specifi-
cally account for both regulator and industry concerns in estimating
IRRBB, especially in terms of banking stability and credit supply to
the economy.

For each sample bank, we  compare the ex ante risk indicators
with a measure of actual bank risk exposure, termed the ex post risk
indicator. The ex post risk indicator is obtained by setting �r  in Eq.
(1) equal to the joint annual changes in the key rates that actually
occurred over the one-year time horizon following the evaluation
date t. For any evaluation date t, we assign to each methodology m
a score, calculated through a score function, Sm,t , taking as inputs
the results of an accuracy function, Ai,t , that is applied to each bank
i (i = 1, 2, . . . N, with N = 130) at each evaluation date t. The generic
score function, for a methodology m and an evaluation date t, is
formalized as follows:

Sm,t =

N∑
i=1

Ai,t

N∗ (5)

where:

- Ai,t is defined such that the outputs of the score function cannot
take negative values and better methodologies are characterized
by lower scores.

- N* is an integer whose value depends on the specification of the
accuracy function.

The generic accuracy function can be written as follows:

Ai,t =
{

f
(

RIpost
i,t

, RIante
i,t

)
if RIpost

i,t
> RIante

i,t

g
(

RIpost
i,t

, RIante
i,t

)
if RIpost

i,t
≤ RIante

i,t

(6)

- where:RIante
i,t

and RIpost
i,t

are the ex ante and ex post risk indicators,

respectively. BothRIante
i,t

and RIpost
i,t

refer to the term structure of the

ith bank’s net positions observed in the evaluation date t.
- f and g define the values of the accuracy function if the ex post

risk indicator is higher or lower than (equal to) the ex ante one.

The first two  specifications of the accuracy function refer to the
case of an underestimation of actual risk exposure, when the ex post
risk indicator is higher than (equal to) the ex ante one. Therefore,
consistently with Lopez (1999), the first and second specifications
both satisfy the following condition:

f
(

RIpost
i,t

, RIante
i,t

)
≥ g

(
RIpost

i,t
, RIante

i,t

)
(7)

In particular, according to the first specification shown in the
following Eq. (8), the accuracy function equals 1 if the ex post is
higher than the ex ante risk indicator, and 0 otherwise:

Ai,t =
{

1 if RIpost
i,t

> RIante
i,t

0 if RIpost
i,t

≤ RIante
i,t

(8)
By setting N* equal to 1 in the score function (5), the final score
is the number of times in which an underestimation occurs, for a
given methodology m at an evaluation date t, and is defined as a fre-
quency score. Under the second specification of Eq. (9), the accuracy
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unction provides a measure of the severity of the underestimation
rror since it equals the difference between the ex post and the ex
nte risk indicators, if the former is higher than the latter, and 0
therwise. The larger the difference, the greater is the underesti-
ation of actual risk exposure and the greater is the potential threat

o banking stability. In symbols we have:

i,t =
{

RIpost
i,t

− RIante
i,t

if RIpost
i,t

> RIante
i,t

0 if RIpost
i,t

≤ RIante
i,t

(9)

In this case, N∗in the score function (6) is set equal to the number
f banks for which RIpost

i,t
> RIante

i,t
and the score function captures

he average magnitude of the measurement error for each method-
logy m on a certain evaluation date t, providing what we  term a
everity score for the underestimation case.

By removing the constraint of Eq. (7), the third specification of
he accuracy function, shown in Eq. (10), accounts for an overesti-

ation of actual risk exposure. In particular, it equals the absolute
alue of the difference between the ex post and the ex ante risk
ndicators, when the former is lower than the latter, and 0 other-

ise. The larger the difference, the greater is the potential reduction
f the credit supply to the economy, since the amount of internal
apital that a bank unnecessarily sets aside is higher. In symbols we
ave:

i,t =
{

0 if RIpost
i,t

≥ RIante
i,t

|RIpost
i,t

− RIante
i,t

|if RIpost
i,t

< RIante
i,t

(10)

In this case, N∗ in the score function (5) is the number of banks
or which RIpost

i,t
< RIante

i,t
and the final score captures the average

ifference between them for a given methodology m and an evalu-
tion date t, providing a measure of the average error, i.e., a severity
core for the overestimation case.

Finally, we adopt a fourth specification of the accuracy function,
hich is given by the combination of the previous accuracy func-

ions (9) and (10), thus considering the distance between the ex
nte and the ex post risk indicators in both cases of underestimation
nd overestimation. In symbols:

i,t =
{

RIpost
i,t

− RIante
i,t

if RIpost
i,t

> RIante
i,t

|RIpost
i,t

− RIante
i,t

|if RIpost
i,t

< RIante
i,t

(11)

In this case, N∗ of the score function (5) is the total number of
anks and the final score is a measure of the overall proximity of
he ex ante to the ex post risk indicator, and is defined simply as

 proximity score. The accuracy function (11) makes no distinc-
ion between cases of underestimation and overestimation. In any
vent, in order to set a specific order of priority, Eq. (11) can be easily
djusted to take the key issues associated with overestimation and
nderestimation of IRRBB into account by differently weighting the
wo cases.

. Empirical evidence

.1. Data

We  estimate our sample banks’ risk indicators as of December
1st for each of the years included in the 2006–2013 period.
ecember 31st is also the date on which we estimate IRRBB and

o which bank specific balance sheet data refer. In consistency with
he previous section, these evaluation dates are indicated with t
t = December 31st, 2006, December 31st, 2007, . . . December 31st,

013). Key rates are observed on December 31st for each of the years
ncluded in the investigation period. To build the term structure of
he key rates, we use the EONIA (Euro Overnight Index Average)
ate for the node corresponding to the demand and revocable time
l Stability 30 (2017) 126–138

band, the Euribor rate for maturities shorter than 12 months, and
interest rate swap (IRS) rates for maturities longer than, or equal
to, 1 year, in line with current banking practices.

The characteristics and dynamics of the key rate term structure
over time have a strong impact on bank risk exposure. Table 1 shows
that the term structure of our key rates becomes steeper and expe-
riences a downward shift over time, which makes the application
of the non-negativity constraint more likely to occur.

Table 2 shows the main descriptive statistics of the key
rates annual changes observed over the 2009–2013 period, with
December 31st, 2013 as evaluation date t. As expected, short-term
are more volatile than long-term key rates. Furthermore, the neg-
ative kurtosis coefficients confirm that the distributions of interest
rate changes generated through the overlapping technique do not
suffer from the fat tail issue. These results are confirmed for the rest
of the evaluation dates and are available upon request.

We use both regulatory and internal methodologies to measure
IRRBB of 130 Italian commercial, savings, and cooperative banks.
On average, our sample includes both banking groups and inde-
pendent banks. Table 3 shows the average values of our sample
banks’ cash assets and off-balance sheet long positions in Panel A
and cash liabilities and off-balance sheet short positions in panel B,
respectively. It is worth considering that the off-balance sheet posi-
tions include hedging derivatives, such as interest rate swaps, and
the optionalities embedded in some financial contracts, namely the
floors and caps associated with floating-rate loans.

Average customer loans represent approximately 75 percent of
total on- and off-balance sheet positions; a large proportion of these
loans, equal to 65 percent of total on- and off-balance sheet posi-
tions, are floating-rate loans and are slotted in short-term time
bands because, following the regulatory allotment criteria, they
are treated as short-term loans. Non-maturity deposits represent
around 37 percent of total on- and off-balance sheet positions, con-
firming their importance from a risk-management standpoint and
the relevance of the Italian bank maturity transformation function.
Overall, debt securities constitute about 33 percent of total on- and
off-balance sheet positions. Specifically, securities with a maturity
shorter than one year represent almost 22 percent of total on- and
off-balance sheet positions and mainly consist of floating-rate secu-
rities. Over the entire investigation period, both long and short on-
and off-balance sheet positions account on average for less than 10
percent of the total, being equal to 9.35 percent and 9.85 percent,
respectively.

Our sample mostly includes banks active at provincial, inter-
provincial, and regional levels. Consistent with their limited
geographical scopes of activity, Table 4 shows that the average
total assets of our sample intermediaries, calculated over the entire
investigation period, amount to almost D 2,378 million, with a clear
increasing trend from D 1,661 million in 2006 to D 2,909 million in
2013. Furthermore, it is interesting to note that, on average, about
88 percent of the intermediaries that we examine (115 banks out of
130) have total assets lower than D 3.5 billion, which is the thresh-
old below which they are identified by prudential supervision as
so-called “minor intermediaries.” In terms of regulatory capital, we
also find evidence of a growing path, even if at a slower pace relative
to total assets, from a value of D 179 million as of December 2006
to approximately D 254 million at the end of 2013. Finally, despite
their overall small size, our banks make heavy use of derivatives;
on average, over the entire sample period, almost 87 percent (114
banks out of 130) are derivative users. Nevertheless, most likely
because of their limited size, their hedging practices appear to be
relatively homogeneous, consisting mainly in using interest rate

swaps against the risk associated with issued bonds and amortiz-
ing interest rate swaps specifically to hedge the risk potentially
arising from fixed-rate mortgage loans.
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Table  3
Cash assets and liabilities term structure and off-balance sheet positions.

Panel A: cash assets term structure and off-balance sheet long positions

2006 2007 2008 2009 2010 2011 2012 2013 Avg. per year
Debt  securities with maturity
shorter than 1 year

8.56% 8.28% 10.95% 11.45% 10.99% 10.48% 12.10% 14.81% 10.95%

Debt  securities with maturity
between 1 year and 5 years

3.32% 2.48% 1.23% 1.74% 1.67% 2.61% 5.55% 7.06% 3.21%

Debt  securities with maturity
longer than 5 years

1.24% 1.04% 0.60% 1.23% 1.46% 1.77% 3.32% 4.43% 1.89%

Loans with maturity shorter
than 1 year

65.58% 70.76% 70.64% 66.93% 67.07% 63.47% 59.54% 56.17% 65.02%

Loans with maturity between
1  year and 5 years

6.15% 3.86% 4.15% 5.64% 4.93% 6.34% 5.61% 6.27% 5.37%

Loans with maturity longer
than 5 years

5.52% 3.66% 4.53% 5.76% 3.47% 4.20% 2.93% 2.92% 4.12%

Total  cash assets 90.37% 90.80% 92.10% 92.75% 89.59% 88.87% 89.05% 91.66% 90.65%
Off-balance sheet long
positions

9.63% 9.20% 7.90% 7.25% 10.41% 11.13% 10.95% 8.34% 9.35%

Panel  B: cash liabilities term structure and off-balance sheet short positions
2006 2007 2008 2009 2010 2011 2012 2013 Avg. per year

Non-maturity deposits 38.38% 37.02% 37.18% 40.36% 38.84% 36.07% 32.12% 34.21% 36.77%
Other current accounts 8.70% 8.40% 7.77% 8.20% 8.97% 8.79% 9.84% 7.85% 8.56%
Term deposits and other funds
with maturity shorter than
1 year

11.86% 9.92% 7.52% 4.99% 5.52% 8.61% 14.99% 18.45% 10.23%

Term deposits and other funds
with maturity between 1 year
and 5 years

1.93% 1.14% 0.43% 0.37% 0.34% 1.39% 1.65% 2.17% 1.18%

Term deposits and other funds
with maturity longer than 5
years

0.35% 0.20% 0.17% 0.17% 0.22% 0.18% 0.18% 0.19% 0.21%

Debt  securities with maturity
shorter than 1 year

20.47% 25.47% 29.74% 28.33% 21.69% 19.40% 15.17% 13.96% 21.78%

Debt  securities with maturity
between 1 year and 5 years

7.40% 7.64% 8.60% 9.46% 12.81% 13.39% 14.07% 12.96% 10.79%

Debt  securities with maturity
longer than 5 years

0.66% 0.53% 0.39% 0.45% 0.78% 0.76% 0.67% 0.72% 0.62%

Total  cash liabilities 89.76% 90.32% 91.81% 92.33% 89.18% 88.59% 88.69% 90.51% 90.15%
Off-balance sheet short
positions

10.24% 9.68% 8.19% 7.67% 10.82% 11.41% 11.31% 9.49% 9.85%

This table shows the average values of our sample banks’ cash assets and off-balance sheet long positions in Panel A and cash liabilities and off-balance sheet short positions
in  Panel B, respectively. Data are taken from banks’ balance sheets, and refer to December 31st of each year included in the 2006–2013 period. Results are expressed in
percentage of total on- and off-balance sheet positions.

Table 4
Sample banks’ size and derivatives usage.

2006 2007 2008 2009 2010 2011 2012 2013 Avg. per year

Avg. total assets (D million) 1,660.98 1,999.51 2,044.52 2,209.73 2,505.39 2,704.34 2,994.21 2,908.90 2,378.45
Avg.  regulatory capital (D
million)

179.03 195.12 218.82 234.42 247.18 262.35 266.62 254.23 232.22

%  of banks with total assets
≤D 3.5 bn.

91.54% 90.00% 90.00% 87.69% 87.69% 87.69% 86.15% 86.15% 88.37%

%  of derivative users banks 79.23% 84.62% 85.38% 85.38% 87.69% 91.54% 92.31% 93.08% 87.40%
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n the first and second rows, this table shows the average total assets and regulato
nd  fourth rows, the table shows the percentage of banks with total assets lower t
1st  of each year included in the 2006–2013 period and are taken from banks’ bala

.2. The nature of banks’ interest rate risk exposure

Italian commercial banks typically fund long-term assets with
hort- and medium-term liabilities. Therefore, if interest rates
ove up (down), their economic value should decrease (increase)

ecause, ceteris paribus, the reduction (increase) in the economic
alue of their long-term assets should be larger, in absolute value,
han the decrease observed for their short- and medium-term
iabilities. Adopting BCBS terminology, if interest rates increase
decrease), the sum of the positive net weighted positions is higher

lower) than the absolute value of the negative net weighted
ositions. We  define intermediaries characterized by this type of
xposure as asset-sensitive banks.
ital of our sample banks, respectively (both denoted in million euros). In the third
 3.5 billion and the percentage of banks using derivatives. Data refer to December
eets.

Nevertheless, bank risk exposure derives from the interaction
of: i) the term structure of the net positions, which is the result of
banks’ ALM and commercial strategies; ii) the regulatory allotment
criteria, and iii) the actually applied scenario of annual changes
in the key rates, which depends on the adopted methodology and
on the application of the non-negativity constraint. Therefore, we
also find banks exposed to decreasing interest rates (also termed
“liability-sensitive”) and risk-neutral banks, i.e., those that expe-
rience an increase in their economic value whether the current
standardized shock is applied up or down.
If interest rates decrease (increase), liability-sensitive banks
experience a decrease (growth) in their economic value because,
ceteris paribus, the increase (decrease) in the economic value of
their long-term assets is lower, in absolute value, than the increase
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decrease) observed for their short- and medium-term liabilities.
hould interest rates decrease (increase), the sum of the positive
et weighted positions would be higher (lower) than the absolute
alue of the negative net weighted positions.

Based on the calculation mechanism of the risk indicator, a
ank is risk neutral if, in the case of a positive (negative) inter-
st rate shock, the decrease (increase) in its assets economic value
s lower (higher), in absolute value, than the decrease (increase) in
ts liabilities, thus determining an overall increase in EVE. In other

ords, using BCBS terminology, whether interest rates increase or
ecrease, the sum of the positive net weighted positions is lower
han that of the negative net weighted positions taken in absolute
alue.

Table 5 shows that, during our investigation period, out of 130
nstitutions, on average 40 banks per year are asset-sensitive under
he parallel shifts method and that number increases to 42 if we

easure IRRBB through the Monte Carlo simulations. If we use the
ercentiles method and historical simulations, the number of banks
xposed to an increase in interest rates is around 25 and 27, respec-
ively. As far as exposure to decreasing interest rates is concerned,
he average number of banks per year goes from approximately 76
nder the parallel shifts method, to around 103 for historical sim-
lations. Roughly 13 and 21 banks per year are risk-neutral under
he parallel shifts and percentiles methods, respectively; however,
e find no instance of risk-neutrality for either the Monte Carlo or

he historical simulations.
The application of the non-negativity constraint, which is more

ikely when interest rates are low, is the main factor underlying
he risk-neutrality phenomenon for both parallel shifts and per-
entiles methods. Because of the non-negativity constraint, under a
cenario of decreasing interest rates, the reduction in a bank’s EVE
ssociated with the negative net positions of medium-term time
ands is not sufficient to offset the increase in the EVE attributable
o the positive net positions of long-term time bands.6 The sig-
ificant increase in the number of risk-neutral banks in the last
wo years of our sample period, when interest rates are lower
han before, confirms this interpretation. Nevertheless, under the
ercentiles method, the few cases of risk neutrality observed on
ecember 31st of the years 2006–2008 do not result from appli-
ation of the non-negativity constraint, which does not come into
lay. In those cases, risk neutrality stems from the combined effect
f peculiar scenarios of changes in the key rates, on the one hand,
nd specific term structures of banks’ net positions across the time
ands of the regulatory maturity ladder, on the other hand.

Regarding historical and Monte Carlo simulations, we  do not
bserve risk-neutrality cases. These simulations make use of mul-
iple scenarios, namely around 1200 scenarios for the historical
imulations, given by the sum of the approximately 240 scenar-
os per year observed over the 5-year period across which, based
n the current regulatory framework, annual changes in the key
ates have to be measured, and 10,000 scenarios for the Monte
arlo simulations. With regard to the latter, the process to gen-

rate the 10,000 scenarios of changes in the key rates requires us
o select scenarios from those that do not drive the key rate term
tructure below zero, thus fulfilling the non-negativity constraint

6 In the absence of the non-negativity constraint, with regard to the parallel shift,
y  applying a −200 bp parallel shock, a bank, formerly exposed to decreasing interest
ates, would experience a reduction in its economic value equal, in absolute value, to
he increase associated with a +200 bp parallel shock. Nevertheless, due to the non-
egativity constraint, the magnitude of the reduction in the bank economic value
ssociated with negative net positions would be lower and not enough to offset the
ncrease in the economic value generated by the positive net positions. Under the
ercentiles method, we  would not have a symmetric risk exposure by applying the
st and 99th percentiles in absence of the non-negativity constraint, but, in essence,

ts final effect would be the same as that just described for the parallel shifts method.
l Stability 30 (2017) 126–138

by construction. In the historical simulations, despite application
of the non-negativity constraint, contrary to what occurs with the
regulatory methodologies, the key rates of the term structure are
free to move in different directions within the same scenario. The
high number and the different nature, in terms of sign and magni-
tude of interest rate changes, of the scenarios used to generate the
distributions of the risk indicators minimizes the probability that a
bank will be risk neutral.

6.3. The on- and off-balance sheet components of bank interest
rate risk exposure

Our sample banks carry out a homogeneous hedging activity
through basic interest rate derivatives, such as interest rate swaps.
Based on the approach of Esposito et al. (2015), in order to detect
whether and to what extent Italian banks use derivatives to manage
IRRBB, we have decomposed the risk indicator obtained through
Eq. (1) into two components, based on the on- and off-balance
sheet items, respectively. However, it is important to point out that,
as highlighted above in Section 6.1, the off-balance sheet compo-
nent includes not only hedging derivatives, but also floors and caps
embedded in floating-rate loans.

Based on the current regulatory treatment of these off-balance
sheet items, their effect on bank risk exposure is as follows. Amor-
tizing interest rate swaps transform a fixed-rate mortgage into
a floating-rate mortgage. Therefore, ceteris paribus, they reduce
the average maturity of a bank’s assets and accordingly decrease
(increase) the exposure of an originally asset-sensitive (liability-
sensitive) credit institution. Interest rate swaps change a fixed-rate
issued bond into a floating-rate bond and, therefore, reduce the
average maturity of a bank’s liabilities. Consequently, they decrease
(increase) the exposure of a credit institution formerly exposed to
decreasing (increasing) interest rates. Finally, concerning the caps
and floors embedded into floating-rate mortgage loans, a portion of
these loans, based on the option’s delta, becomes fixed-rate and an
increase in the average asset maturity occurs. Thus, ceteris paribus,
the risk exposure of a formerly asset-sensitive (liability-sensitive)
bank increases (decreases).

For each of the four methodologies discussed above, Table 6
shows our sample banks’ average overall risk exposure (see
columns labeled “Overall”), measured through the risk indicator of
Eq. (1), and its breakdown in the on- and off-balance sheet com-
ponents (see the columns labeled “On” and “Off,” respectively).
Overall, IRRBB is adequately managed by Italian banks. Table 6
shows that the 20 percent critical threshold set by the BCBS is,
on average, by far higher than our sample banks’ risk indicators.7

The average risk indicator calculated over the entire sample period
for asset-sensitive banks is 10.37 percent under the parallel shifts
method, versus 6.87 percent for the Monte Carlo simulations, 4.73
percent for the percentiles method and 5.98 percent for the histor-
ical simulations. Banks exposed to increasing interest rates show
higher risk indicators under the parallel shifts method because of
the impact of the +200-bp shock on the net positions of long-term
time bands. The distance in terms of risk indicators among the dif-
ferent methods shrinks for banks exposed to decreasing interest
rates, whose average risk indicators go from 5.32 percent for the
Monte Carlo simulations to 7.54 percent for the historical simula-
tions.
When we consider the breakdown of the overall risk exposure
between the on- and off-balance sheet components, we  find evi-
dence of different behavior by our sample banks, depending on the

7 The highest single value (not shown in the Table) is 15.20%, which is observed
on December 31st, 2006 for the parallel shifts method and refers to asset-sensitive
banks. Data referring to each single year are available upon request.
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Table  5
Sample banks’ types of interest rate risk exposure: number of banks by measurement methodology.

Parallel shifts method Percentiles method Historical simulations Monte Carlo simulations

t (evaluation date) A L RN A L RN A L A L

December 31st 2006 47 83 0 41 87 2 40 90 40 90
December 31st 2007 32 98 0 23 105 2 25 105 23 107
December 31st 2008 23 107 0 15 107 8 20 110 23 107
December 31st 2009 31 94 5 18 111 1 17 113 43 87
December 31st 2010 21 105 4 11 119 0 10 120 20 110
December 31st 2011 38 78 14 27 96 7 18 112 35 95
December 31st 2012 60 20 50 32 20 78 43 87 73 57
December 31st 2013 71 25 34 36 27 67 42 88 77 53
Average n. of banks per year 40.38 76.25 13.38 25.38 84.00 20.63 26.88 103.13 41.75 88.25

This table shows our sample banks’ type of risk exposure based on the methodology used to model interest rate shocks. Columns 1–3 refer to the parallel shifts method,
columns 4–6 to the percentiles method, columns 7–8 to the historical simulations and columns 9–11 to the Monte Carlo simulations. For a description of the parallel shifts
and  percentiles approaches, see Section 3. For a description of the historical and Monte Carlo simulations approaches, see Section 4.
A  indicates banks exposed to increasing interest rates (asset-sensitive banks), L indicates banks exposed to decreasing interest rates (liability-sensitive banks) and RN indicates
risk-neutral credit institutions.
Interest rate risk exposure is calculated according to the Bank of Italy’s duration gap approach and is expressed as percentage of regulatory capital, as shown in Eq. (1).
Non-maturity deposits have been allotted within 5 years according to the criterion defined in Bank of Italy (2013) and data are taken from Datastream and banks’ balance
sheets.

Table  6
Sample banks’ average risk indicators: breakdown by measurement methodology and type of interest rate risk exposure.

Parallel shifts method Percentiles method Historical simulations Monte Carlo simulations

Overall On Off Overall On Off Overall On Off Overall On Off

A 10.37% 6.82% 3.55% 4.73% 2.95% 1.78% 5.98% 4.66% 1.32% 6.87% 5.38% 1.49%
L  6.62% 7.93% −1.31% 7.11% 8.61% −1.51% 7.54% 8.93% −1.39% 5.32% 6.22% −0.91%

This table shows the average risk indicators of our sample banks over the 2006–2013 period, based on the methodology used to model interest rate shocks.
Columns 1–3 refer to the parallel shifts method, columns 4–6 to the percentiles method, columns 7–9 to the historical simulations and columns 10–12 to the Monte Carlo
simulations. For a description of the parallel shifts and percentiles methods, see Section 3. For a description of the historical and Monte Carlo simulation approaches, see
Section 4.
A indicates banks exposed to increasing interest rates (asset-sensitive banks) and L indicates banks exposed to decreasing interest rates (liability-sensitive banks). Overall
indicates the overall risk indicator based on both the on- and off-balance sheet items, On indicates the risk indicator based on the only on-balance sheet items, and Off
indicates the risk indicator based on the only off-balance sheet items. Overall risk indicators have been decomposed in the on- and off-balance sheet components following
Esposito et al. (2015).
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ature of their risk exposure. On average, for the liability-sensitive
anks, the on- and off-balance sheet components show a positive
nd a negative sign, respectively, whereas, the two  components
ave the same positive sign for the asset-sensitive banks. Based on
hese results, liability-sensitive banks seem to use derivatives as a
edging tool to offset on-balance sheet interest rate risk, which is
onsistent with the overall decreasing trend experienced by mar-
et interest rates over the investigation period. On the other hand,
sset-sensitive banks seem to use their off-balance sheet positions
o enhance the gains associated with the decreasing interest-rate
rend.8

This preliminary evidence disregards a substantial degree of
eterogeneity among intermediaries concerning their exposure
o IRRBB. Therefore, in Table 7 we split our sample into three
roups, according to the sign of their risk exposure over the
ntire 2006–2013 sample period: i) banks that were always asset-
ensitive; ii) banks continuously exposed to decreasing interest
ates; iii) banks that varied the sign of their exposure at least once,
lso termed “other banks.”
Overall, Table 7 shows that the vast majority of our 130 sam-
le banks experienced a change in the nature of their interest rate
isk exposure at least once over the time horizon we consider. If

8 It is worth underlining that, to some extent, the treatment of the caps and floors
ptions embedded into floating-rate loans can help explain the evidence refer-
ing  to the asset-sensitive intermediaries, since it determines greater sensitivity
o increasing interest rates.
proach and is expressed as percentage of regulatory capital, as shown in Eq. (1).
ed in Bank of Italy (2013) and data are taken from Datastream and banks’ balance

IRRBB is measured through the historical and Monte Carlo simula-
tions, we observe a higher number of liability-sensitive banks, i.e.,
41 for the former and 20 for the latter, both higher than the figure
observed for the parallel shifts and percentiles methods. Concern-
ing the breakdown of the overall risk exposure into the on- and
off-balance sheet components, on average, the results reported in
Table 7 are consistent with those shown in Table 6; the on- and
off-balance sheet components have the same positive sign for the
asset-sensitive banks and an opposite sign for the intermediaries
exposed to decreasing interest rates.

7. Backtesting results

Table 8 shows the average results across the whole sample
period of our backtesting framework applied to the regulatory
and internal methodologies. Panel A reports the average frequency
scores based on the accuracy function (8), whereas Panels B and
C show the average severity scores in the case of underestimation
and overestimation of the actual ex post risk exposure, that are cal-
culated through the accuracy functions (9) and (10), respectively.
Finally, Panel D presents the average proximity scores based on
the accuracy function (11). The ex ante risk exposure is alterna-
tively assessed through the parallel shifts method (Columns 2 and
3), the percentiles method (Columns 4 and 5), the historical simula-

tions (Columns 6 and 7) and the Monte Carlo simulations (Columns
8 and 9). In each panel, our results separately refer to the whole
sample and to the two  sub-groups of asset-sensitive and liability-
sensitive banks. Table 8 also distinguishes between the scores based
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Table 7
Sample banks’ average risk indicators: breakdown by methodology and constant type of interest rate risk exposure.

Parallel shifts method Percentiles method Historical simulations Monte Carlo simulations

N. of banks Overall On Off N. of banks Overall On Off N. of banks Overall On Off N. of banks Overall On Off

A* 6 13.22% 11.35% 1.87% 3 5.58% 5.47% 0.11% 2 5.97% 5.83% 0.14% 5 8.21% 7.00% 1.21%
L*  9 10.13% 10.83% −0.70% 9 11.05% 11.95% −0.90% 41 8.22% 9.48% −1.25% 20 6.18% 7.09% −0.91%
O  115 7.12% 6.78% 0.34% 118 5.77% 6.57% −0.80% 87 6.87% 7.61% −0.74% 105 5.62% 5.73% −0.10%

This table shows the average risk indicators of our sample banks over the 2006–2013 period, based on the methodology used to model interest rate shocks.
Columns 2–4 refer to the parallel shifts method, columns 6–8 to the percentiles method, columns 10–12 to the historical simulations and columns 14–16 to the Monte Carlo
simulations. For a description of the parallel shifts and percentiles methods, see Section 3. For a description of the historical and Monte Carlo simulation approaches, see
Section 4.
A* indicates banks exposed to increasing interest rates (asset-sensitive banks), over the entire sample period, L* indicates banks exposed to decreasing interest rates (liability-
sensitive banks) over the entire sample period, and O indicates banks whose nature of interest rate risk exposure changed at least once over the sample period.
Overall  indicates the overall risk indicator based on both the on- and off-balance sheet items, On indicates the risk indicator based on the only on-balance sheet items, and Off
indicates the risk indicator based on the only off-balance sheet items. Overall risk indicators have been decomposed in the on- and off-balance sheet components following
Esposito et al. (2015).
Interest rate risk exposure is calculated according to the Bank of Italy’s duration gap approach and is expressed as percentage of regulatory capital, as shown in Eq. (1).
Non-maturity deposits have been allotted within 5 years according to the criterion defined in Bank of Italy (2013) and data are taken from Datastream and banks’ balance
sheets.

Table  8
Backtesting results.

Panel A: average frequency scoresb

Parallel Shifts Percentiles method Historical simulationsa Monte Carlo simulationsa

Overall On Overall On Overall On Overall On
W  19.75 17.50 22.50 18.63 11.13 8.38 11.00 10.13
A  3.25 5.75 5.75 7.13 6.50 5.25 3.25 3.38
L  10.88 7.38 7.25 5.13 4.63 3.13 7.75 6.50

Panel B: average severity scores in the underestimation casec

Parallel Shifts Percentiles method Historical simulationsa Monte Carlo simulationsa

Overall On Overall On Overall On Overall On
W  0.68% 0.76% 0.76% 0.83% 0.42% 0.50% 0.27% 0.23%
A  0.70% 0.89% 0.89% 0.82% 0.46% 0.38% 0.25% 0.29%
L  0.53% 0.59% 0.53% 0.64% 0.31% 0.34% 0.24% 0.19%

Panel  C: average severity scores in the overestimation cased

Parallel Shifts Percentiles method Historical simulationsa Monte Carlo simulationsa

Overall On Overall On Overall On Overall On
W  6.60% 6.73% 4.72% 5.41% 5.22% 6.06% 3.67% 3.93%
A  9.73% 9.54% 3.82% 4.23% 4.78% 4.86% 5.47% 5.19%
L  4.34% 5.39% 4.81% 5.79% 5.34% 6.35% 3.06% 3.59%

Panel D: average proximity scorese

Parallel Shifts Percentiles method Historical simulationsa Monte Carlo simulationsa

Overall On Overall On Overall On Overall On
W  6.02% 6.29% 4.62% 5.28% 5.17% 5.96% 3.55% 3.82%
A  9.08% 8.28% 4.07% 3.98% 4.65% 4.57% 5.28% 4.93%
L  4.19% 5.22% 4.74% 5.72% 5.27% 6.31% 3.01% 3.55%

This table shows the average results over the 2006–2013 sample period of our backtesting procedure applied to the methodologies used to model interest rate shocks.
Columns 2–3 refer to the parallel shifts method, columns 4–5 to the percentiles method, columns 6–7 to the historical simulations and columns 8–9 to the Monte Carlo
simulations. For a description of the parallel shifts and percentiles methods, see Section 3. For a description of the historical and Monte Carlo simulation approaches, see
Section 4.
W indicates whole sample banks, A indicates banks exposed to increasing interest rates (asset-sensitive banks), and L indicates banks exposed to decreasing interest rates
(liability-sensitive banks).
Overall indicates the overall risk indicator based on both the on- and off-balance sheet items, On indicates the risk indicator based on the only on-balance sheet items, and Off
indicates the risk indicator based on the only off-balance sheet items. Overall risk indicators have been decomposed in the on- and off-balance sheet components following
Esposito et al. (2015).
Interest rate risk exposure is calculated according to the Bank of Italy’s duration gap approach and is expressed as percentage of regulatory capital, as shown in Eq. (1).
Non-maturity deposits have been allotted within 5 years according to the criterion defined in Bank of Italy (2013) and data are taken from Datastream and banks’ balance
sheets.

a The score is calculated by comparing the 99th percentile of the ex ante risk indicator distribution with the ex post risk indicator.
b Scores are calculated by applying the score function (5) and the accuracy function (8).

on (10
on (11
on (12

o
b

c Scores are calculated by applying the score function (5) and the accuracy functi
d Scores are calculated by applying the score function (5) and the accuracy functi
e Scores are calculated by applying the score function (5) and the accuracy functi
n overall risk exposure and those associated with risk exposure
ased on only the on-balance sheet components. In this way, we
).
).
).
can capture the effect of derivatives on bank risk exposure within
our backtesting framework.
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If we focus on the results of the backtesting for the whole sam-
le, the main findings are as follows. In terms of the overall risk

ndicator, taking all scores into account, the Monte Carlo simu-
ations perform better than the other methodologies. They show

 better performance even if we focus on the scores based only
n on-balance sheet risk exposure, with the exception of the fre-
uency scores, where the historical simulations perform better.
urthermore, it is worth noting that, for all the methodologies, and
ased only on the on-balance sheet risk indicator, the frequency
cores reported in Panel A are lower than the corresponding scores
ased on the overall risk indicator. The use of derivatives leads to
n increase in the number of times an underestimation of ex post
isk exposure occurs. Thus, for a certain number of banks where
he ex ante formerly overestimated the ex post on-balance sheet
xposure, due to the derivatives use, both the ex ante and ex post
xposures changed in such a way that the former finally underesti-
ates the latter. Nevertheless, in Panel D, we find that the proximity

cores based on overall risk exposure are lower than those associ-
ted with only the on-balance sheet risk exposure, indicating that,
n average, our sample intermediaries have been able to reduce
he overall distance between the estimated and actual risk expo-
ure and have optimized their amount of internal capital against
RRBB.

When we examine the two samples of liability- and asset-
ensitive banks separately, the results that we have just discussed
or the whole sample are confirmed for the former, but not for the
atter. For banks exposed to decreasing interest rates, the Monte
arlo simulations perform better than all the other methodologies,

n terms of all the scores reported in Table 8, with the only excep-
ion being the frequency scores, where the historical simulations
how better performance. Even for the comparison between the
verall and the on-balance sheet risk indicators, the results con-
rm the evidence already discussed for the whole sample. In fact,
n the one hand, the number of cases corresponding to an under-
stimation of ex post risk increases when moving from the scores
ssociated with only the on-balance sheet risk indicator to those
ased on the overall risk indicators. On the other hand, the dis-
ance shrinks between the ex ante and the ex post risk exposures,
.e., the impact of the errors in measuring ex post risk exposure in
erms of internal capital decreases.

The results for banks exposed to increasing interest rates must
e read with caution because of the peculiar dynamics reported
y market interest rates during the examined time horizon. Over
he eight-year investigation period, we observe positive changes
n interest rates, i.e., the interest rate shock scenarios to which
sset-sensitive banks are potentially exposed, in only two  years
2007 and 2013). We assess the performance of the methodologies
or the asset-sensitive banks by comparing ex ante positive shocks
f interest rates with ex post scenarios where interest rates actu-
lly decrease most of the time. This procedure may  help explain
he good performance of the parallel shifts method in terms of
requency scores. In fact, the application of positive ex ante inter-
st rate shocks, such as the +200 bp parallel shift, leads generally
o an overestimation of the ex post risk exposure and to a small
umber of cases in which an underestimation occurs. Regarding
he severity scores calculated in the case of an overestimation of
ctual risk exposure, due to the above-mentioned dynamics of mar-
et rates, as expected, methodologies based on historical changes
n interest rates (in our case the percentiles method and histori-
al simulations) perform better than the others. The Monte Carlo
imulations perform better than the other methodologies in terms
f severity scores calculated in the case of an underestimation of

x post risk exposure. Finally, regarding the comparison between
he overall and the on-balance sheet risk indicators, the frequency
cores become lower when derivatives are taken into account, with
he exception of the historical simulations, whereas the proximity
l Stability 30 (2017) 126–138 137

scores tend to increase, thus providing opposite evidence to that
referring to the sample as a whole and to liability-sensitive banks.

Memmel  et al. (2016) propose to normalize a bank’s change in
EVE with its total assets, rather than with its regulatory capital,
because the Basel risk indicator includes both risk exposure and
risk-bearing capacity. As a robustness check for the results dis-
cussed in this and the previous section, we change the denominator
of the risk indicator to bank total assets and we find our results qual-
itatively unchanged. The only difference seen is that, because of the
larger scale of total assets relative to that of regulatory capital (the
former are almost ten times the latter), the risk indicators are much
smaller by normalizing with total assets than by regulatory capital.

8. Conclusions

The use of historical and, especially, Monte Carlo simulations
to model interest rates shocks produces estimates of bank expo-
sure to IRRBB that are more consistent with actual riskiness than
the current standardized shocks, and these methods do not pro-
duce the unrealistic and misleading result of banks not exposed
to interest rate risk (i.e., risk neutrality). Overall, simulation tech-
niques overcome the limits of the current deterministic scenarios
since they allow estimating a bank’s equity sensitivity to a wider
set of adverse scenarios and capturing interest rates dynamics over
time, which enables us to consistently update the shock applied to
assess a bank’s risk exposure.

Given their methodological robustness and superior empirical
performance, regulators might consider the opportunity to allow
banks to model scenarios of changes in interest rates by using
simulation techniques within their internal measurement systems.
However, giving banks the opportunity to choose among determin-
istic regulatory shocks and more refined, simulation-based ones
might create incentives for them to choose a certain methodology
simply because it minimizes the amount of internal capital required
to hedge against IRRBB.

In order to avoid such opportunistic behaviors, therefore, regu-
lators might allow the use of simulations only if banks fulfill certain,
predetermined conditions, for example, using a minimum num-
ber of scenarios to create the distribution of the risk indicator.
They might also introduce constraints other than the current non-
negativity restriction in order to simulate interest rates shocks that
are more in line with market conditions and their reasonable evolu-
tion, such as setting a negative lower bound for post-shock interest
rates, which is consistent with BCBS (2016). Toward the same pur-
pose of making the simulated shock scenarios more consistent with
interest rate levels and dynamics, regulators might also impose the
use of a joint probability density function that guarantees the best
approximation of actual distributions of annual changes in key rates
for Monte Carlo simulations. A backtesting framework similar to
that developed here can help to make both bank managers’ and
supervisors’ activities better grounded and their interactions more
constructive. From an operational perspective, managers can use
such a framework to support their choice of a certain methodology
that, based on the backtesting results, better estimates actual risk
exposure. Supervisors can test the appropriateness of the deter-
ministic shocks and make them more consistent with the levels
and dynamics of market interest rates.

Based on our results, identifying interest-rate-change scenarios
that are significant for business and consistent with market condi-
tions is crucial to properly assess and manage IRRBB. According to
the new standards set in BCBS (2016), banks should apply six inter-

est rate shock scenarios to measure their risk exposure: i) parallel
shock up, ii) parallel shock down, iii) steepener shock, iv) flattener
shock, v) short rate shock up, and vi) short rate shock down. When
compared to the current standardized shocks, these new scenar-
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os can effectively contribute to a better measurement of banks’
nterest rate risk exposure despite their deterministic nature, since
hey account for its main drivers more accurately. Some of the sce-
arios proposed in the new framework allow for the possibility of

 change in the slope of the yield curve and take into considera-
ion the higher volatility of short- relative to long-term rates. This
s important because banks are exposed to a wide set of adverse
cenarios that can be characterized by changes of both sign and
agnitude across the nodes of the key rate term structure.
The multiple shocks of the new framework, together with the

ondition that banks have to identify their EVE risk measure with
he potential maximum loss across all interest rate shock scenar-
os, helps reduce the probability of observing the risk-neutrality
henomenon. Nevertheless, in an extremely low interest-rate envi-
onment, the application of a zero percent floor can significantly
eaken the differences among the above-mentioned six scenarios

nd lead to a miscalculation of interest rate risk exposure, similar
o the manner in which the parallel shifts and percentiles methods
unction in the current low-interest-rate scenario.

Possible development of this research should take into account
he implications of the increasing prevalence of negative interest
ates. Because of the application of the non-negativity constraint,
egative interest rates make the deterministic scenarios to mea-
ure IRRBB even less effective from a technical perspective than
n the case of low, but still positive, interest rates. Future research

ight further test the effects of the non-negativity constraint under
ow/negative interest rates and contribute to the development of
pproaches for generating scenarios that better account for the
ctual conditions of market interest rates.
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