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Abstract—This paper presents an approach to tackle 

navigation challenges for Unmanned Aircraft Systems flying 
under non nominal GNSS coverage. The concept used to improve 
navigation performance in these environments consists in using 
one or more cooperative platforms and relative sensing 
measurements (based on vision and/or ranging) to the navigation 
aid. The paper details the cooperative navigation filter which can 
exploit multiple cooperative platforms and multiple relative 
measurements, while also using partial GNSS information. The 
achievable navigation accuracy can be predicted using the 
concept of "generalized dilution of precision", which derives 
from applying the idea of dilution of precision to the 
mathematical structure of the cooperative navigation filter. 
Values and trends of generalized dilution of precision are 
discussed as a function of the relative geometry in common 
GNSS-challenging scenarios.  Finally, navigation performance is 
assessed based on simulations and on multi-drone flight tests.  
 

Index Terms—GNSS challenging environments; cooperative 
navigation; Multi GNSS constellation; generalized dilution of 
precision; camera and ranging measurements 

I. INTRODUCTION 

NMANNED Aerial Vehicles (UAVs), born as military 
platforms, are nowadays widely used in many civil 

operations, such as mapping, aerial photography, search and 
rescue, package delivery, inspection. The increasing interest in 
the usage of small UAVs in daily life applications is due to 
their mobility, flexibility and relatively low cost [1]. 
Autonomy is the key feature to unleash UAV potential, 
allowing the final users to perform several missions while not 
requiring significant (or even any) piloting skills. 
Reliable autonomous navigation is one of the main 
requirements for vehicle autonomy, since guidance and control 
commands (path tracking and decision making [2]), depend on 
navigation estimates. Kalman filters using inertial sensors 
(INS), Global Navigation Satellite System (GNSS) receivers, 
and magnetometers (MAG), are commonly used for navigation 
in open sky conditions.   

Nevertheless, civil usage of UAVs often requires operating 
in low altitude environments, where the GNSS signal is not 

nominal due to multipath or signal absorption and obstruction 
by the surrounding obstacles, i.e. buildings, hills, bridges, 
vegetation. In these scenarios, usually referred to as GNSS 
challenging areas, GNSS signals cannot guarantee reliable 
position estimation [3], [4].  

Several works addressed the problem of navigation in 
GNSS challenging areas by planning trajectories that minimize 
the positioning uncertainty (based on the covariance matrix of 
the state within the navigation filter) [5]–[8] and in general 
depend on the performance of the onboard sensors. References 
[9]–[12] developed techniques for detecting, removing, and 
mitigating the multipath affected measurements to improve the 
navigation performance, based on terrain maps, cooperation 
and/or on signal decoding and acquisition [13], [14]. Whilst, 
[15] controlled the error divergence by adding velocity 
constraints. These approaches bound the navigation error by 
optimizing the available measurements. However, navigation-
aware planning is not always feasible, depending on the 
mission requirements. In addition, satellite pseudorange 
removal can lead to degraded dilution of precision (DOP) or 
even to the unavailability of positioning information if less than 
four satellites remain.  

Therefore, a common solution to address the lack of GNSS 
satellites is using additional aiding information. Visual-based 
aiding has been extensively employed in this framework. 
References [16]–[21] used a visual/inertial approach to support 
localization when GPS signal is missing. This approach usually 
identified as Simultaneous Localization and Mapping (SLAM) 
aims at identifying landmarks and estimating their positioning 
along with that of the flying platform. Besides visual-based 
architectures, other approaches include opportunistic 
navigation [22] (e.g., based on phone signals [23]), exploitation 
of ground-based radio beacons [24], [25], or onboard Lidar 
[26] measurements. In spite of this research progress, safe and 
autonomous navigation in GNSS-challenging environments 
can still be considered as an open issue. In fact, each solution 
approach has limits and challenges. As an example, visual 
aided navigation can exhibit worse accuracy or fail in 
untextured or poorly textured environments, or in non-optimal 
illumination conditions. Furthermore, in general odometry 
approaches are aimed at estimating incremental motion, which 
allows them to reduce the rate of position error drift, but not to 
ensure bounded errors.     

Cooperative navigation [27] also represents a promising 
strategy to improve navigation performance. It is based on a 
network of vehicles that share measurements and information 
to the navigation advantage [28], [29]. Different strategies have 
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been proposed in the open literature, which are based on 
relative range/angles measurements [28], [30] or on the 
observations of common ground areas by onboard optical 
sensors [27], [31]. Reference [32] uses a cooperative UGV to 
simulate an additional satellite to the aim of navigating a UAV 
under non nominal GNSS coverage. RF ranging measurement 
is acquired on board the UAV and used along with the precise 
position of the UGV, shared in the network. Trajectory 
optimization of the UGV has been discussed in [33]. A similar 
approach was used in [30] to perform canyon mapping. In this 
case a formation of two UAVs is used. The UAV at low 
altitude is equipped with high power LED, that allow the 
higher UAV (under nominal GNSS coverage) to estimate its 
3D relative position with a camera.  

The authors in [34] defined a more general approach, where 
one or more cooperative UAVs placed in nominal GNSS 
coverage, and named as “fathers”, are demanded to support the 
flight of a UAV, called “son”, in GNSS challenging 
environment. Differently from most of the work in the open 
literature [16]–[22], [24], [25], [30], the proposed approach 
does not assume GNSS availability as a binary input, or 
considers this source of measurement not available at all 
(GNSS-denied environments). Conversely, it tries to take the 
most advantage from the available GNSS information (from 
satellites in view), using tight integration of pseudorange 
measurements and compensating for the lack of accurate and 
reliable GNSS-based positioning information by cooperative 
measurements. Aiding provided by cooperative navigation can 
be tailored to GNSS coverage conditions and positioning 
accuracy needs. This allows having a bounded positioning 
error, also when a GNSS fix cannot be obtained (number of 
satellites lower than 4) [35]. The proposed approach can be 
actually integrated with single-vehicle-based navigation 
techniques that exploit exteroceptive sensors such as cameras 
or Lidars.  

Reference [35] tested the proposed navigation strategy by 
analyzing the navigation performance of the son using different 
sensors, e.g. camera and/or RF ranging, as sources for 
estimating relative positioning among the platforms. To this 
aim, the concept of “generalized Dilution of Precision” 
(geDOP) was introduced. The generalized DOP is an extension 
of the concept of dilution of precision and allows estimating 
the position accuracy of the vehicle under non nominal GNSS 
coverage accounting for the GNSS observables of the visible 
satellites and the cooperative contribution. This concept can be 
used to estimate a priori the navigation performance of the 
“son”, depending on the cooperative formation geometry, and 
therefore employed as path planning cost function [36] to 
define the trajectory of the father(s) that minimizes the 
navigation error of the son.  

This paper contributes to this line of research providing the 
following innovative points: 

 Introduction of a more complete formulation of the 
geDOP, which also accounts for son attitude 
uncertainty in positioning error estimation. This is 
needed when attitude/position cross-coupling effects 
exist, e.g. in the case relative sensing information is 
provided by camera(s) mounted on the son. In 
addition, cross-correlation of different sensing 
measurements, and actual father GNSS coverage and 

DOP conditions, are accounted for.  
 Analysis of geDOP variation with multiple fathers. 
 Use of multi-GNSS constellation, including GPS, 

Galileo and GLONASS. 
 Assessment of model performance with simulated 

and experimental data in a wide set of scenarios.  
The paper introduces the cooperative navigation concept in 

section II and describes the son state estimation filter in section 
III. The new expression for the generalized DOP is derived in 
section IV. Hence, simulation and experimental results are 
reported in section V. 

II. COOPERATIVE NAVIGATION CONCEPT 

A conceptual scheme of the developed cooperative 
navigation concept is reported in Fig. 1, where fathers, reported 
in red, are required to be always in line of sight (LOS) with the 
son and outside the GNSS challenging area. Being under 
nominal GNSS coverage, father platforms can estimate with 
very high reliability their state (position, velocity and attitude) 
using a standard GNSS/INS/MAG powered navigation filter, 
and do not use cooperation support to improve their state 
estimation. On the contrary, cooperative (relative) 
measurements are used for the sake of son’s navigation. 
Relative sensing can be carried out exploiting different sensing 
technologies. Ranging sensors, which can provide very 
accurate information, especially in the case ultra-wideband 
radio-frequency (RF) sensing technologies are considered (cm-
level), have been extensively used in this framework [32]. On 
the other hand, cameras, commonly embarked on small UAVs, 
also represent a valid option, due to their low cost and small 
size, weight and power budget. Thanks to fast and accurate 
visual tracking algorithms, cameras can guarantee a very 
precise estimation of the line-of-sight (LOS) between 
cooperative aircraft (indeed, they can also provide ranging 
information using the paradigm of shape-based ranging [37], 
though the accuracy is strongly dependent on the actual range 
and the vehicle dimensions).  

 
Fig. 1. Cooperative Navigation Concept. Son vehicle in grey, Father vehicles 
in red. Signals’ raypath are depicted with dashed lines. 
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In the following, it will be assumed that ranging information is 
provided (only) by ad-hoc ranging sensors, though the 
developed algorithms and concepts are sensor-agnostic. 
Camera(s) can be installed either on board the son (son-to-
father visual tracking) or the father (father-to-son visual 
tracking). If cooperative navigation is implemented in real 
time, the concept described in this paper requires the UAVs to 
share information among the network, e.g. fathers should share 
their position and eventual relative measurements, i.e. output of 
father-to-son visual-tracking. Thus, LOS link between the 
fathers and the son must be maintained during the flight in the 
challenging area not only to enable relative measurements, but 
also to ensure information broadcast. In theory, inter-UAV 
communications are not required if cooperative navigation is to 
be applied in post processing phase.   

III. NAVIGATION FILTER 

A tightly coupled Extended Kalman Filter (EKF) [38], 
whose scheme is depicted in Fig. 2, is used to estimate the 
son’s navigation state. It includes 15 components which 
represent estimated error on vehicle absolute geodetic position 
p (composed by latitude l, longitude λ, and altitude h, in the 
WGS-84 ellipsoid), error on velocity v and attitude error vector 
ρ (both computed in local North East Down (NED) reference 
frame), errors on accelerometer and gyroscope biases, 
respectively δba and δbg, which are lumped together in vector 
δb. δba and δbg are 3×1 vectors including the 3 components of 
biases errors in son’s body reference frame (BRF).   
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While propagation is based on Inertial Measurement Unit 
(IMU) outputs and inertial navigation equations, measurements 
can be divided in two classes, i.e. cooperative (highlighted in 
blue in Fig. 2) and non-cooperative (i.e., single-vehicle-based, 
in grey) ones. GNSS measurements are the pseudoranges of the 
satellites in view of the receiver, whereas magnetometer 
outputs are the three components of the Earth magnetic field. 
When under non-nominal GNSS coverage, at least one 
cooperative measurement is needed to prevent filter 
divergence, or more in general to enhance navigation accuracy. 
The cooperative measurements depend on the sensor(s) 
embarked on the UAVs, and in general they include range and 
LOS angles. Relative measurements alone are not able to 
correctly upgrade the absolute position of the son, and must be 
complemented with the position of the j-th father in a fixed 
origin NED reference frame 

j

n
fr , broadcasted with its 

covariance to the cooperative network. It is assumed that, given 
the relatively short mission range and baselines among the 
flying platforms, definition of NED axes is independent of the 
actual point considered as origin.  

Relative range represents the norm of the father-son 
position vector. As far as camera is concerned, in the case of 
son-to-father tracking, camera measurements (referred to as 
relative angles in Fig. 2) are azimuth and elevation of the father 

in the son’s camera frame (CRF). Conversely, when the camera 
is mounted on the father, azimuth and elevation measured in 
father’s CRF are transformed in NED, based on the estimate of 
father’s attitude, and then broadcasted to the cooperative 
network. This choice is made to minimize the amount of 
information to be transferred to the son.  

The measurement vector (δy) is composed by residuals, 
estimated as the difference between the measured and the 
predicted values, i.e.: 
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where δyGNSS and δymag are the residuals associated to non-
cooperative measurements, i.e. GNSS and magnetometer, 
respectively. Besides non cooperative measurements, the 
measurement vector includes J cooperative residual vectors, 
where j = 1,…,J, and J is the number of available fathers. δyj is 
the residual vector of the cooperative measurements associated 
to the j-th father. 

The filter presented in this paper extends the one in [35] to 
the multi-GNSS constellation case. [35] uses the pivot satellite 
to cancel out the receiver clock error. Due to the need for 
removing from the measurements the inter-constellation bias 
[39] when dealing with multi-constellation receivers, a 
different pivot satellite is here chosen for each constellation. 
Therefore, the m-th component of the GNSS residual vector 

(δyGNSS) is given by 
g

gg
m i MP P P     , m = 1,…,M.  Where 

the pseudorange residual of the pivot satellite of the g-th 

constellation, i.e. 
g

g
MP , is subtracted from the pseudorange 

residuals of the i-th satellite of the g-th constellation, i.e g
iP . i 

= 1,…,Mg-1 and Mg is the number of satellites belonging to the 
g-th constellation seen by the receiver.  

 
Fig. 2. EKF architecture. The input, i.e. sensor measurements can be 
classified as cooperative (blue) and single-vehicle-based (grey). 
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The total number of GNSS residuals, i.e. M can be estimated 
summing up the number of the satellites seen for each 
constellation and subtracting a measure (pivot) for each 

constellation. Therefore 
1

gn

g g
g

M M n


  , being ng the number 

of constellations that the receiver can track, g = 1,…,ng.  

 As far as magnetometer measurements are concerned, they 
are transformed in the scalar heading residual δymag, thanks to 
the roll and pitch estimates, whose error can be reasonably 
assumed to be bounded.  

The residual vector of the cooperative measurements 
associated to the j-th father (δyj) includes, in general range 

(δyj,R), son-to-father  , s f
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visual tracking residuals, i.e.: 
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where δyj,R = δrj is the  residual of the distance between the son 
and the j-th father. Whereas, camera measurements include 
azimuth Az and elevation El. The pedices s→fj or fj→s 
indicates whether son-to-father or father-to-son measurement is 
considered, respectively. The apices cs and n indicate 
respectively the son CRF and the NED frame where azimuth 
and elevation are defined, depending on which platform 
embarks the camera.  

The navigation filter works on the basis of a prediction-
correction scheme. Prediction is carried out following the 
standard equations reported in [38] and exploiting information 
from the inertial sensors. The filter correction or measurement 
equation relates the measurement residual vector (δy) to the 
state (δx), and is:  

 H  y x w  (4) 

where H indicates the measurement matrix and w is the noise 
associated to the measurement vector with covariance R. 

The measurement matrix H can be written as: 
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Hj indicates the measurement matrix associated to the j-th 
father, that will be detailed in section III.B. Whereas the 
symbol “Hlz” represents the submatrix of matrix H connecting 

the measurement of sensor “l”, with the “z” part of the state 
vector (that can be position p, velocity v, attitude ρ or bias b). 
Therefore, HGNSSp and Hmagρ are, respectively, the matrices 
defining the dependence of the GNSS residuals on position 
error and the dependence of magnetometer residual on attitude 
error, as follows: 
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g
iP  indicates the pseudorange of the i-th satellite of g-th 

constellation. The matrix explicitly defines the subtraction of 
the pivot satellite chosen for each constellation, i.e. Mg. 

g
iP p  is the derivative of the pseudorange with respect to the 

three components of the geodetic position, whose derivation is 
not reported herein for the sake of brevity. The interested 
reader is referred to [38]. 

As far as the measurement covariance matrix R is 
concerned, it is given by: 
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where Rc is the cooperative covariance matrix obtained by 
diagonally concatenating the covariance matrices of the J 
fathers. The covariance matrix of the j-th father, i.e. Rj 
(j=1,…,J), is derived in section III.C. Rmag is the magnetometer 
covariance matrix equal to the magnetometer heading variance 

2
magmagR  , and RGNSS is the covariance matrix of the GNSS 

measurement depending on the standard deviation of 
pseudorange errors, σPr,, assumed to be equal for each satellite: 
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where 1a is the matrix containing all ones of size a×a, whereas 
Ia is the a×a identity matrix. 
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A. Measurement equations for cooperative aiding 

Following equation (4), the linearized form of the 
measurement equation of the sensor “l” is l l lH  y x w . 
This section is in charge of defining the measurement equation 
for each cooperative measurement. 

Although the geodetic coordinates are indicated in equation 
(1) by the symbol p, the derivation reported in the following 
requires operating with the position vectors in Cartesian 
coordinates. The position vector of the platform i in the frame a 
is reported as a

ir . Whereas, the rotation matrix from the frame 

a to the frame b is indicated with b
aC , thus b b a

i a iCr r .  
Specifically NED, Earth Fixed Earth Centered (ECEF), body 
(BRF) and camera frame (CRF) are accounted for in this work, 
which are identified with the letters n, e, bi and ci. The pedex i 
indicates for the body and the camera frame the platform to 
which they are referred to. For the sake of completeness, Fig. 3 
shows the NED frame and the body and camera frame for the 
son platform, indicated as bs and cs, respectively. The h-th axis 
of the as frame is indicated as as(h). 

In the following, σ indicates the standard deviation (STD) 
value associated to a scalar quantity. Ranging and camera 
(angular) error STDs are identified with σR and σcam, 
respectively. When a vector a is accounted for, Σa indicates a 
diagonal matrix whose elements correspond to the STD of each 
component of a. The error of the quantity α, which could be 
either a vector or a scalar, is indicated with δα, and  a  is 
the derivative of that quantity with respect to the vector a. 

1) Son-to-father visual tracking 
The two measurements residuals of the camera for the j-th 

father, i.e. azimuth and elevation, can be estimated as a 
function of the relative position between the j-th father’s center 
of mass (CoM) and the origin of son’s CRF. This relative 

position vector, termed 
js fr  and expressed in NED is:  

 
j

n
s fr ,j

n n n
f s c s  r r r  (9) 

Where rfi and rs are the CoM positions for the j-th father and 
the son, whilst rc,s is the vector from son’s CoM to the origin of 
its CRF, see Fig. 3. All these vectors are expressed in NED in 
eq. (9) as indicated by the apex n. The error on a generic vector 
estimated in ECEF can be converted in the error in NED frame 
with: 

  n n e n e e
e e oC C    r r r r  (10) 

This is obtained because the NED coordinates of a point rn are 
related to its ECEF coordinates re through the position in ECEF 

of the origin of the NED frame e
or , i.e.  n n e e

e oC r r r . 

Using the error form of eq. (9) and substituting n
sr  with eq. 

(10), yields: 

 
j

n
s f r  ,j

n n e n n e e
f e s c s e o sC C       r r r r r  (11) 

n
eC  is the error in estimating the rotation from ECEF to NED 

[38]. The matrix depends on the error on the latitude and 

longitude of the NED frame origin, which is zero, being the 
origin of the NED frame fixed and correctly known.  

Hence, using the rotation between NED and son’s BRF, 
whose error depends on the attitude error ρ, eq. (11) becomes: 

 
j

n
s f r ,

s

j s

bn n e n
f e s b c sC C       r r r ρ  (12) 

rc,s expressed in son’s BRF has been reported with apex bs. The 
operator    returns the skew-symmetric matrix.  

The position error of the son in ECEF e
s r  can be 

expressed as a function of the geodetic position error δp, and 
eq. (12) becomes: 

 ,
s

j j s

e
bn n n ns

s f f e b c sC C  
      

r
r r p r ρ

p
 (13) 

Transforming this expression in son’s CRF, and expressing 
relative position in terms of angular measurements [34], [35], 
the measurement residual equation of  the camera, when 
mounted on the son is: 

 

 

;

j

j

s ss s

s ss s

jj j

s s

jss

j

n
f camn

f

e
c cb bn s

n e nb bc n c
fs f s f

c b n n
n f sbc

s f

C C C C C

C C

     

   

 
 



  
   
 

   
  

   

        

p r ρ
p ρr

r

p p rr r

r r
ρ r

 (14) 

where ξ is either 
s

j

c
s fEl  or 

s

j

c
s fAz  and δcam is the visual 

tracking error that has a standard deviation (STD) σcam of the 
order of the camera Instantaneous Field of View (IFOV). 

 
Fig. 3. Father to son geometry and camera measurements. Fixed origin NED 
frame and son’s body (bs) and camera (cs) frame are reported. Body frame has 
its origin in the center of mass (CoM) of the platform. bs(h) and cs(h) indicate 
the h-th axis of bs or cs frame, respectively. The first axis of the son’s body 
frame has not been reported for the sake of clarity assuming it is pointed 
towards the reader. 
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The son’s BRF to son’s CRF rotation matrix, i.e. s

s

c
bC , can be 

assumed as constant for strapdown installations (which is the 
case considered in both simulations and flight experiments in 
this paper), and there exist several techniques for off-line 
calibration. In the case of gimbaled installations, it 
continuously changes and can be estimated in real time 
combining off-line calibration and real time gimbal telemetry 
(i.e., gimbal rotation angles). 

2) Father-to-son visual tracking 
The measurement equation for the camera mounted on the 

father is derived in analogy with the previous section. The j-th 
father’s camera measures the Azimuth and the Elevation in the 
father’s camera frame, indicated with apex cfj. To reduce the 
amount of information to be shared in the cooperative network, 

father’s camera measurements (
f j

j

c

f sEl   and 
f j

j

c

f sAz  ) are 

converted in Azimuth and Elevation in the NED frame (

j

n
f sEl   and 

j

n
f sAz  )  thanks to the following formula: 

   

cos cos

cos sin

sin

atan (2) (1) ; asin (3)

f fj j

j j

f f fj j j

j f f j jj j

f j

j

j j j j j

c c

f s f s

b c cn n
f s b c f s f s

c

f s

n n n n n
f s f s f s f s f s

El Az

C C El Az

El

Az El

 

  



    

 
 
 

  
 
   

  

u

u u u

(15) 

where 
j

n
f su  is the unit vector originated at father’s camera 

that points towards the son CoM, whose h-th component is 

j

n
f su  h . The error equation associated to eq. (15), allows 

converting the angular uncertainty of the camera measurement, 
i.e. δcam, in NED, i.e.: 

f j

j

f j jj f j
j j

c
n n

f sn n n
c cam f s fn c n

f s f s

C
  






 

        

u
u ρ

u u
 (16) 

where χ could be either 
jf sEl   or 

jf sAz  . In eq. (16), their 

representation in NED or father camera frame is indicated 
either with apex n or cfi respectively. ρfj is the attitude error of 
the father.  

In analogy with eq. (13), one can find an equation that 
connects the error on the vector between father’s camera and 

son CoM, i.e. 
jf s r  to δp. Expressed  in NED, it is: 

 
,
f j

j j f jjj

e
bn n n ns

f s e f b fc fC C  
       

r
r p r r ρ

p
 (17) 

where ,
f j

j

b

c fr  is the position of the father camera in father’s 

BRF, see Fig. 3. The measurement residual equation for father-
to-son visual tracking is: 

 

, ;

j j

jj

j

f j

f jj
j j j j

n n n
n n n

f fn
ff

en n
n s
en

f s

n n n nbn
b c fn n n

f f s f f s

C

C

     

 

   



 

  
    

 

 


 

            

p r ρ
p ρr

r

p pr

r
ρ r r r

 (18) 

3) Ranging 
The ranging measurement instrument is aimed at estimating 

the norm of the distance between the son and the supporting 
fathers. Using the same approaches described above, the 
corresponding measurement equation can be written as  

 
j

j

j j n
j f Rn

f

r r
r   

 
  
 

p r
p r

 (19) 

where δR is the error of the ranging measurement. This 
equation does not consider the lever arm term of ranging 
instrument. 

B. Measurement Matrix for cooperative aiding 

The cooperative measurement matrix for the j-th father can 
be obtained by considering only the state dependent terms in 
equations (14), (18) and (19), and is: 

 

, 1 3 1 3 1 6

2 3 2 6, ,

2 3 2 3 2 6,

,

, ,

0 0 0

0 0

0 0 0

;

j j

s s

j j

s s

j j

H H

j R

s f s f
j j EO j EO

f s
j EO

j
j R

c c
s f s f

s f s f
j EO j EOc c

s f s f

H

H H H

H

r
H

Az Az

H H
El El

  

 
 


  

 

 

 

 
 
 
 
 

  
 
 
 
 
 





   
  
  

  
  

 
    

p ρ

p

p ρ

p

p

p ρ

p

p ρ

p ρ

 

,

j

j

n
f s

f s
j EO n

f s

Az

H
El










 
 
 
 
 

 
 

 
  

 
  

p

p

p  (20) 

 Equation (20) highlights the dependency of the cooperative 
measurement on son attitude only in the case the camera is 
mounted on the son. In the other cases, i.e. father-to-son visual 
tracking and ranging, the aiding measurements only contribute 
to positioning. 
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C. Covariance matrices for cooperative aiding 

Section III.A reported measurement equations for the 
different cooperative measurements. Based on equations (14), 
(18), (19), the corresponding expressions for measurement 
covariance can be derived. To this aim, the part of the 
measurement equations that does not depend on the state vector 
is lumped in the term jy  , i.e.  

 

j

s

j

j

j

s

j

j

j

j j

j j j

jj

j j

j j j

jj

j n
f Rn

f

c
s f n

f camn
f

c
s f n

f camj n
f

n n
f s f sn n

f f f sn
ff

n n
f s f sn n

f f f sn
ff

r

Az

El

Az Az
Az

El El
El

 

 

 









 


 


 
 

 
 
  
 
 
 
 
 
 
 
    
 
 
      

r
r

r
r

ry
r

r ρ
ρr

r ρ
ρr

  (21) 

The covariance matrix relevant to cooperation with the j-th 
father is: 

 

2

2

2

,

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0

0 0 0

R

cam

j crosscam

f s
j EO

R R

R









 
 
 
   
 
 
  

 (22) 

The cooperative measurements are correlated by Rcross, which 
includes only the terms connected to the father positioning 
error (which influence all the measurements thus generating the 
cross-correlation among them) and is given by: 

 2
n
f j

j j

T

j j

n n
f f

crossR

        



 

r

y y

r r

 
 (23) 

where n
f j


r

 is a diagonal matrix including the three 

components of the standard deviation (STD) of father 
positioning error in NED, and 

s s

j j j j

j j j j j j

c c n n
s f s f f s f sj j

n n n n n n
f f f f f

T

f

Az El Az Elr        

   

 
 









y

r r r r r r


(24) 

,
f s
j EOR   contains the covariance part of the father-to-son visual 

tracking that is not correlated with the other measurements, and 
is: 

 
 

 

2

, ,2
, 2

0

0

j

f j
j j

j

T nf s f s
f sj EO j EOf s

j EO
nf f
f s

Az
R

El
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



     
          

 

ρ

y y

ρ ρ
(25) 

with 
f j


ρ

 diagonal matrix including father attitude uncertainty 

(STD), and 
, j j

j j j

Tn nf s
f s f sj EO

f f f

Az El
   

 
     

y

ρ ρ ρ
. 

IV. GENERALIZED DILUTION OF PRECISION 

Generalized dilution of precision (geDOP) was first 
introduced in [35] to extend the concept of Dilution of 
Precision (DOP) [40] to the mathematical structure of the 
cooperative filter. The concept of Dilution of Precision (DOP) 
[40] is commonly adopted when analyzing accuracy in GNSS-
based positioning. As demonstrated in [41], the DOP represent 
the Cramer-Rao lower bound on pseudorange-based 
positioning estimation. In general, also in integrated navigation 
applications based on GNSS/INS/MAG fusion, the DOP, 
which does not account for effects of inertial sensors, can be 
useful to define an upper bound for the positioning error of the 
navigation filter. The Dilution of Precision D, is in charge of 
finding coefficients that map the GNSS pseudorange error STD 
(σPr) onto the North (σN), East (σE), and Down (σD), expected 
error STD, i.e.  

 
N N

Pr PrE E

D D

D

D

D


 



   
       
      

D  (26) 

D is generally obtained by considering the positioning part of 
the GNSS measurement matrix. The DOP associated to the 
filter reported in this paper is: 

    
1

1 11 T

GNSS GNSSGNSSdiag R H GH G


    
 ppD  (27) 

where diag is the operator extracting the diagonal from the 
argument matrix and the square root operator works element-
wise across the vector, whilst G converts the local frame’s error 
(δrn) in geographic coordinate error (δp). The norm of D, 
identified with D, is referred to be the Geometric dilution of 
precision (GDOP). 

The generalized Dilution of Precision (geDOP) aims at 
defining a quantity which has the same role of the DOP (i.e. a 
vector D


 to be used in equation (26) instead of D), and can 

account not only for GNSS measurement, but for all the 
measurements which concur at updating the filter’s state within 
the correction equation, with the aim of having a more realistic 
estimate of the filter performance. This allow the potential of 
the DOP to be extended to any source of measurement, and in 
particular within the cooperative framework introduced in this 
paper. As in the case of DOP, the geDOP is useful to define an 
upper bound for the predicted error, summarizing positioning 
performance in three intuitive coefficients. In this paper the 
geDOP is derived with respect to the specific case of the filter 
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described in section III, but this approach could be applied to 
predict the performance of any navigation filter.  

As far as the filter presented in this paper is concerned, 
navigation performance must be estimated by accounting for 
GNSS, magnetometer and cooperative measurements. 
Therefore, similarly to equation (27) the three components of 
the geDOP can be expressed as: 

  
11 2

3

N
T

PrE

D

D

diag H R HD

D




 
           

D


   


 (28) 

where H


 and R


 are, respectively, the measurement and 
covariance matrix that concur to geDOP definition, defined as 
submatrices of H and R, and diag3 is the operator that extracts 
the first three components of the matrix’s diagonal. The norm 
of the geDOP, defined as D


, quantifies the overall navigation 

error and expresses son positioning error in the scale of average 
pseudorange uncertainty. Equation (28) uses diag3 in geDOP 
definition, instead of diag. Indeed, unlike equation (27), the 
argument of the diag function is not ensured to be a 3×3 
matrix, and its dimensionality depends on how H


 and R


 are 

defined. 

Reference [35] used only the positioning part of the matrix 
H to compute the geDOP, neglecting the coupling effect with 
son attitude that holds when son-to-father tracking is used. 
Indeed, son-to-father visual tracking information is used both 
for positioning and attitude estimation, and the attitude role is 
emphasized as the distance between son and father is increased. 
Therefore, this paper introduces an extended geDOP definition 
that also accounts for attitude dependency. To this aim, the 
matrix H


 includes the positioning and the attitude columns of 

the matrix H and is: 
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H
H

H

 
  
  


 (29) 

where: 
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p

ρ

p ρ

p ρ
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 (30) 

Hjp and Hjρ are the positioning and attitude part (columns) of 
Hj, as reported in equation (20).  

From a physical point of view, the inclusion of Hlev within
H


, and thus in the geDOP derivation, is based on the idea that 
roll and pitch angles are observable and can be estimated with 
bounded error also in GNSS-challenging conditions and in 
absence of cooperative measurements. As a consequence, since 
heading is also observable, the unknowns only include position 
components (three scalars), and assuming that the relative 
geometry is properly selected cooperative aiding can keep son 
positioning errors bounded even in the case of a single GNSS 

residual (M = 1) and a single father (J = 1) with son-to-father 
visual aiding, which provide three independent scalar 
measurements (one pseudorange residual and two angular 
residuals). This behavior has been observed in past analyses 
[35], [36].  

From a mathematical point of view, inclusion of Hlev allows 
matrix inversion in equation (28) and thus geDOP calculation 
also in the above case (M = 1 and J = 1 with camera aiding), 
where Hcoop is a 6×4 matrix and thus not invertible. 

Besides including Hlev in H


, it is necessary to associate to roll 
and pitch a heuristic estimate of their uncertainty in the 
considered flight conditions (σφ and σθ, respectively) , which 
are included in the covariance matrix R


 that concurs to geDOP 

definition. Therefore R


, can be obtained from R, defined in 
equation (7), as:  
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 
 
   
 
 
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
 (31) 

To have a more realistic estimate of the geDOP, the 
positioning uncertainty of the father, included in the 
cooperative covariance matrix (Rc), is estimated accounting for 
the father dilution of precision (based on satellites seen by that 
platform). Finally, it is worth noting that heading uncertainty in 
general contributes to geDOP through Rmag. If magnetometer-
less architectures are considered, or if heading accuracy is 
driven in general by other sensors (e.g., tactical grade gyros), 
then the resulting heading accuracy should be used in the 
definition of geDOP (i.e., within Rmag) instead of the 
magnetometer one.  

V. RESULTS 

The performance of the proposed approach used to bound 
the navigation error in GNSS challenging environment, is 
discussed by using simulated and flight test data in sections 
V.C and V.D, respectively. Section V.B provides a detailed 
discussion about geDOP properties and analyzes the variation 
of this parameter as a function of the sensor(s) used for relative 
sensing and the number and geometry of fathers. The 
simulation results are obtained using the scenarios identified in 
section V.A, assuming the GNSS receiver can acquire GPS and 
GLONASS data. 

A. Simulated Scenarios 

This paper analyses three common scenarios that typically 
imply GNSS coverage issues. Specifically, inspection of a high 
building, flight in an urban canyon, and bridge inspection are 
taken into account in this work, considering real world 
scenarios, imported from OpenStreetMap.  

Building inspection scenario, reported in Fig. 4 is relevant 
to a building in the Business District in Naples. Whereas, the 
Golden Gate bridge (San Francisco) in Fig. 5 has been 
considered for the bridge inspection mission. Fig. 6 depicts the 
urban canyon scenario, relevant to a complex of some 
buildings near south Cove park in lower Manhattan. The 
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trajectory covered by the son UAV in each scenario, is 
depicted in the tree figures with a blue line. 

B. geDOP Analysis 

Fixing the GNSS satellite geometry and the sensor 
specifics, the geDOP varies as a function of the relative 
geometry among son and father(s), and of the cooperative 
measurement sources selected to perform aiding. This section 
aims at evaluating the geDOP variation as a function of these 
two aspects. To this aim, an intuitive visualization has been 
used from Fig. 7 to Fig. 11 reporting in polar coordinates the 
value of the geDOP norm as a function of the relative azimuth 
and elevation of the father with respect to the son in NED. 
Constant range has been assumed. The so defined plot is called 
geDOP map and includes Azimuth and Elevation of the GNSS 
satellites in view, reported with black asterisks. For the geDOP 
map estimation, the son is assumed to be in the point of the 
trajectory where the DOP value is the highest. White areas, 
breaching one or both father requirements (i.e. being always in 
LOS with the son and having a good GNSS coverage), are 
forbidden to the cooperative vehicle. It is worth noting that 
even if white areas are forbidden to the father, they do not 
always identify obstructed directions. Indeed, as shown by Fig. 
8.a, there could be white areas which include one or more 
satellites. These specific points or areas violate only one of the 
two requirements for placing a father, i.e., they do not ensure 
good GNSS coverage. Yellow areas identify values where the 
geDOP is higher than a threshold, that must be avoided by the 
cooperative vehicle to provide the son with its required 
positioning accuracy. The cooperative measurement sources 
reported in equation (2) and (3) give different contribution to 
positioning aiding. Indeed, due to their nature, camera 
measurements (Az and El) are able to provide position aiding 
only on the plane orthogonal to the relative line of sight 
between UAVs. Whereas, ranging instruments provide 
information along the line of sight, which makes them 
complementary with respect to cameras. This complementarity 
is also found in the geDOP maps and thus in the father-son 
geometries needed to effectively complement GNSS coverage 
in challenging environments minimizing the geDOP metric. 
For the sake of concreteness, figures from 7 to 11 are obtained 
assuming the geDOP threshold equal to 2.5, δR = 0.5 m and 
δcam = 0.07°.   

With reference to the building inspection scenario, Fig. 7 
reports the geDOP map with a) son-to-father, b) father-to-son, 
c) ranging aiding, in case a single father is used. The range is 
kept constant and equal to 40 m. Fig. 7.a and Fig. 7.b show a 
similar dependence as a function of the relative geometry, 
because of the similarity in the position-dependent part of the 
measurement matrix for father-to-son and son-to-father visual 
tracking. For similar (son and father) attitude uncertainties, 
father-to-son and son-to-father tracking exhibit a similar 
behavior. Whereas, in case father attitude is estimated with 
better accuracy (better GNSS coverage and/or higher IMU 
performance) the father-to-son visual tracking provides 
improved positioning performance, i.e. lower geDOP. Ranging 
aiding results offer a narrow area where the father can be 
placed. These geDOP values, although higher on average than 
the visual tracking cases, show a region without discontinuities 
where the father can fly. This property is essential when 
dealing with planning and guidance for father trajectory as in 
[36]. Indeed, in the case a discontinuity (yellow area) exists in 

the geDOP map, father could easily fall during its motion in 
undesired conditions spoiling the advantage of cooperation. 

 
Fig. 4. Building Inspection Scenario, the son’s trajectory is depicted in blue. 

 
Fig. 5. Bridge Inspection Scenario, the son’s trajectory is depicted in blue. 

 
Fig. 6. Urban Canyon Scenario, the son’s trajectory is depicted in blue. 
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Fig. 7. geDOP norm as a function of Azimuth and Elevation in Building inspection scenario. a) son-to-father visual tracking, b) father-to-son visual tracking, c) 
ranging instrument. The distance of the cooperative formation has been set to 40 m. 

 
Fig. 8. geDOP norm as a function of Azimuth and Elevation in Building inspection scenario. Son-to-father aiding has been used, and range variation has been 
taken into account, being the range 20, 40 or 60 m respectively in a), b) and c). 

The inclusion of father DOP in the geDOP estimation 
strengthens its dependency on the range. Fig. 8 shows the 
geDOP map when son-to-father camera aiding is used in the 
building inspection scenario by varying the distance between 
the two platforms. In Fig. 8.a the available positions for the 
father are limited due to the reduced distance between the 
platforms that makes the father easily fall in the challenging 
area. Not only does the range increase provide a larger amount 
of available formation geometries, but it also reduces the 
positioning error of the father, enabling its receiver to see more 
satellites. Nonetheless, when using camera, a large range is 
responsible of an increasing geDOP, spoiling the beneficial 
effect of the reduction of father positioning error. The geDOP 
increase with range in father-to-son tracking is due to the large 
camera measurement error, namely Δχn in equation (16), that 
linearly depends on the distance between the two platforms. 
This effect is stronger in son-to-father tracking, where the 
performance of cooperation in position aiding reduces in favor 
of an improved accuracy in attitude estimation (see Fig. 8).  

Fig. 9 and Fig. 10 report the geDOP map when more than a 
father is used and refer to son-to-father visual tracking aiding 
and ranging aiding, respectively. The map expresses the 
geDOP, while the position of the first / first and second fathers 
is fixed and marked with red asterisks in these figures. As an 
example, Fig. 10.a is relevant to ranging instrument and is 
derived by assuming the first father is placed in the position 
that minimizes the norm of the geDOP in Fig. 7.c. Fig. 9 and 
Fig. 10 remark the camera effectiveness in cooperative 
navigation. Indeed, cameras allow achieving a value of the 
geDOP lower than the one ranging provides. In addition, 

ranging-based geDOP reaches a lower bound when two fathers 
are used, thus making a third platform useless. Whereas, in 
camera-based architectures the positioning error of the son 
keeps reducing when a new father is added.  

Finally, Fig. 11 depicts the geDOP map in a) urban canyon 
and b) bridge inspection case. The son-to-father distance it is 
assumed to be 50 m and father-to-son tracking has been used. 
The canyon is the most complex scenario where to perform 
cooperation, due to the few available locations for the 
cooperative platform. In this specific scenario it is 
recommended to have an additional father, unless the father 
can attain very fine pointing which allows range to be 
increased.  

 
Fig. 9. geDOP norm as a function of Azimuth and Elevation with multiple 
fathers. Son-to-father camera aiding. a) and b) draw the geDOP maps for the 
second and the third father, respectively. The positions of the already fixed 
fathers are highlighted with red asterisks. 
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Fig. 10. geDOP norm as a function of Azimuth and Elevation with multiple 
fathers. RF ranging aiding. a) and b) draw the geDOP maps for the second and 
the third father, respectively. The positions of the already fixed fathers are 
highlighted with red asterisks. 

 
Fig. 11. geDOP map in a) urban canyon and b) bridge inspection, using father-
to-son tracking. The father-to-son range it is 50 m. The norm of dilution of 
precision without father aiding is a) 3.86 and b) 5.34. 

C. Simulation results 

Several simulations have been carried out to assess the 
effectiveness of the geDOP. The performance of the navigation 
filter of the son with and without the father support have been 
compared. Son is assumed to embark a consumer grade IMU, 
whose parameter are reported in Table I. In each simulation, 
the father(s) is flying along a trajectory parallel to the son, with 
a separation defined with the aim to minimize the geDOP.  

TABLE I 
SIMULATED IMU PARAMETERS 

Velocity 
RW, 

[m/s/√h] 

Acc. 
bias 

stability, 
[mg] 

Acc. 
bias 

repetab. 
[mg] 

Angular 
RW 

[°/√h] 

Gyro 
bias 

stability 
[°/h] 

Gyro 
bias 

repetab. 
[°/h] 

0.06 0.11 8 0.6 38 500 

RW is the Random Walk 

 
Fig. 12 shows the accuracy of son positioning that is 

achieved using a cooperative father within the bridge 
inspection framework. Father-to-son camera aiding has been 
used. Therefore, Fig. 11.b has been used as reference to select 
the best position for the father when supporting the son flight. 
It is worth noting that geDOP maps are obtained for a specific 
position of the son along its trajectory, that corresponds to the 
worst coverage condition, i.e. maximum DOP. In general, the 
value of geDOP estimated for each time instant is not constant 
and varies as a function of the father positioning error and the 
GNSS satellites seen by the son vehicle. 

The errors on the NED position components (rs(N), rs(E) 
and rs(D), respectively) obtained with the cooperative aiding of 
a single father are shown in black in Fig. 12, whereas the filter 
outcome without cooperation, i.e. no father support, is shown 
in gray. Without cooperation, the filter results represent the 
solution that could be achieved only accounting for GNSS, 
IMU and magnetometer measurements. Background color 
shows the norm of the DOP the son encounters along its 
trajectory, i.e. the GDOP, which is a performance index of the 
INS/GNSS/MAG filter, as anticipated in section IV. Root mean 
square (RMS) and maximum errors are reported for each 
component, both for the solution with and without cooperation, 
in black and gray respectively. Equation (26) has been used to 
estimate the value of the error STD of the three NED 
components (σN, σE, σD), using either the DOP values (equation 
(27)) or the geDOP value (equation (28)). The mean value 
obtained along the trajectory is reported either in gray (for the 
DOP) or in black (for the geDOP). σN, σE and σD estimated 
using the geDOP (with equations (26) and (28)) have been used 
to plot the 3σ bound, defined by the transparent shape.  

As shown by the figure, the 3σ bound predicted using the 
geDOP actually contains filter errors, and looks a little over 
conservative for the vertical component. As anticipated in 
section IV, this comes from ignoring inertial propagation when 
predicting DOP and geDOP, that allows them only to provide 
an estimate for the filter performance lower bound (i.e. error 
upper bound). Nevertheless, for all components, it can be seen 
that the ratio between RMS errors with and without 
cooperation is similar to the ratio between geDOP and DOP 
components, thus proving the geDOP effectiveness in 
predicting the improvement in positioning. 

  
Fig. 12. Son’s navigation results, bridge inspection scenario. NED positions’ 
errors. Father-to-son camera aiding. Relative formation has been chosen in 
order to optimize the cooperative aiding (minimizing the geDOP norm): Az = 
90°, El = 6°, r = 40 m. Background color represents the value of the GDOP of 
the GNSS constellation along the trajectory. 3σ bound of the expected filter 
performance has been estimated predicting the geDOP along the trajectory. 
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Fig. 13. Son’s navigation results, bridge inspection scenario. Heading (ψ), 
pitch (θ) and roll (ϕ) errors. Father-to-son camera aiding. Relative formation: 
Az = 90°, El = 6°, r = 40 m.  

 
Fig. 14. Son’s navigation results, bridge inspection scenario. NED velocity 
errors. Father-to-son camera aiding. Relative formation: Az = 90°, El = 6°, r = 
40 m.  

The same information is reported in Table II, which 
includes quantitative estimates of these ratios. The father-to-
son formation used in Fig. 12 assumes their separation is 
mostly in the East direction. Therefore, when camera aiding is 
used, the East component of the son’s position is almost 
unobservable and therefore takes the least advantage from 
cooperation, as shown in line 2 of Table II. For the sake of 
completeness, the angles and velocity results provided by the 
filter are reported in Fig. 13 and Fig. 14. Single vehicle based 
solutions (no father) are reported with the gray line.  

To further highlight the consistency between the geDOP 
metric and the navigation accuracy, within the same scenario 
relevant to Fig. 12, a different father trajectory has been 

simulated with relative azimuth and elevation that reduce the 
cooperation effectiveness, maximizing, instead of minimizing, 
the geDOP norm in Fig. 11.b. Therefore, a relative geometry 
with Az = 90° and El = -80° has been assumed. Fig. 15 shows 
the NED positioning errors given by the cooperative filter 
using father-to-son camera aiding and filter’s performance 
indicators (RMS and DOP/geDOP-based STD), as in Fig. 12, 
but assuming the above reported formation geometry. As 
expected, the predicted 3σ bound based on geDOP prediction 
increases, especially in the Down component that is almost 
parallel to the relative distance, thus retrieving low benefit 
from cooperation if camera aiding is used. 

 
Fig. 15. Son’s navigation results, bridge inspection scenario. NED positioning 
errors. Father-to-son camera aiding. Relative formation has been chosen in 
order to penalize cooperative aiding (maximizing geDOP norm): Az = 90°, El 
= -80°, r = 40 m. Background color represents the value of the GDOP of the 
GNSS constellation along the trajectory. 3σ bound of the expected filter 
performance has been estimated predicting the geDOP along the trajectory. 

TABLE II 
COMPARISON OF RMS ERRORS AND GEDOP-BASED STD WITH COOPERATION 

(1 FATHER Az = 90°, El = 6°, r = 40 m) AND WITHOUT COOPERATION, BRIDGE 

INSPECTION SCENARIO 

Component 

Filter resulting RMS 
[m] Predicted STD (|σh|) [m] 

Value 
Ratio 

(coop/uncoop) 
Value 

Ratio 
(coop/uncoop) 

rs(N) 

Without 
Cooperation 2.45 

0.60 
2.68 

0.50 
With 

Cooperation 1.26 1.32 

rs(E) 

Without 
Cooperation 1.62 

0.91 
1.61 

0.93 
With 

Cooperation 1.47 1.49 

rs(D) 

Without 
Cooperation 5.88 

0.30 
12.87 

0.25 
With 

Cooperation 1.78 3.14 

 

100 200 300 400 500 600
-10

0

10

rms = 2.71, max = 6.91

rms = 2.81, max = 7.71

100 200 300 400 500 600
-5

0

5

rms = 1.98, max = 5.93

rms = 2.21, max = 7.34

100 200 300 400 500 600
time, s

-5

0

5

rms = 1.55, max = 4.62

rms = 1.74, max = 6.70

no Aid 1 Father

-4

-2

0

2

4

rms = 0.71, max = 2.58

rms = 1.11, max = 4.22

-4

-2

0

2

4

rms = 0.79, max = 2.52

rms = 0.84, max = 3.01

100 200 300 400 500 600
time, s

-2

-1

0

rms = 0.27, max = 0.90

rms = 0.59, max = 1.67

no Aid 1 Father

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TAES.2020.3043543

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



 13 

geDOP is effective in predicting filter performance, and the 
increase in the computed RMS errors is consistent with the 
geDOP variation.  

When son-to-father camera aiding is used, as shown in Fig. 
16 cooperative navigation performance can be spoiled by the 
son attitude uncertainty. However, a better IMU mounted on 
the son could improve the cooperative formation performance, 
as highlighted in red in Fig. 16. Specifically the figure reports 
in the bridge inspection case the position error of the 
navigation filter in the case no aiding (gray) and 1 father (black 
or red line) is used. Son-to-father camera is used, and the son is 
assumed to embark either the IMU whose specifics are 
reported in Table I (black line) or an IMU with better 
performance reported in the figure as “high grade IMU” (red 
line). The latter is assumed to have the same accelerometers but 
much better gyroscopes (e.g. bias stability 0.25°/h vs 38°/h) 
than the lower grade ones reported in Table I. RMS error and 
maximum error for the uncooperative and cooperative solution 
are reported in the figure along the mean of the DOP/geDOP-
based STD, predicted with equations (26) and (28).  

Cooperative navigation performance as a function of the 
father positioning and attitude errors is reported in Table III, 
when camera is used. RMS and maximum error are used as 
reference parameters. The STD error on father position is 
obtained by multiplying the user equivalent range error 
(UERE) by the current father’s DOP to obtain the error on each 
component. Result of Table III are obtained in the bridge 
inspection scenario with relative azimuth and elevation 
respectively equal to 90 and 6 deg. The distance between father 
and son is 40 m.  

  
Fig. 16. Son’s navigation results, bridge inspection scenario. NED positioning 
errors. Son-to-Father camera aiding. Relative formation has been chosen in 
order to optimize the cooperative aiding (minimizing the geDOP norm): Az = 
90°, El = 6°, r = 40 m. Black and red lines represent camera aiding with two 
different IMUs mounted on the son: low and high grade respectively. Low 
grade IMU parameters are reported in Table I, whereas the high grade IMU 
has been assumed to have the same accelerometers’ parameters reported in 
Table I, but much better gyroscopes (e.g. bias stability 0.25°/h vs 38°/h). 
Background color represents the value of the GDOP the son encounters. 

TABLE III 
COOPERATIVE NAVIGATION PERFORMANCE AS A FUNCTION OF FATHER’S 

NAVIGATION ERRORS: CAMERA AIDING. 

Father Error 
Cooperative 

Aiding 

Son positioning 
performance, m 

[xN,xE,xD] 
Attitude 

STD, deg 
[ϕ, θ, ψ]a 

Position 
STD, m 

[0.5,0.5,1] 3 

Father-to-son 
RMS = [1.26, 1.47, 1.78] 
Max = [6.11, 5.11, 5.66] 

Son-to-father 
RMS = [1.45, 1.37, 1.65] 
Max = [4.99, 4.83, 5.31] 

Father-to-son 
+ RF ranging 

RMS = [1.26, 1.05, 1.84] 
Max = [6.12, 3.81, 5.69] 

[1,1,3] 3 
Father-to-son 

RMS = [1.44, 1.47, 1.86] 
Max = [5.39, 5.32, 5.96] 

Son-to-father 
RMS = [1.45, 1.37, 1.65] 
Max = [4.99, 4.83, 5.31] 

[0.5,0.5,1] 0.3 
Father-to-son 

RMS = [0.44, 1.46, 0.39] 
Max = [1.58, 5.24, 1.20] 

Son-to-father 
RMS = [1.04, 1.29, 0.77] 
Max = [4.14, 4.66, 2.67] 

Results refer to bridge inspection scenario. Relative formation: Az = 90°, 
El = 6°, r = 40 m, and low grade IMU (Table I) on the son. 
a ϕ, θ, ψ are roll pitch and heading angles, respectively. 
 

A better father’s attitude accuracy only affects the father-to-son 
tracking scenario. Whilst, both the camera tracking strategies 
benefit from an improvement in father position accuracy. 
Therefore, differential or carrier phase differential GPS brings 
a huge advantage to the cooperative navigation strategy even if 
only used on the cooperative platform. However, Table III 
shows that the east component’s error remains almost unaltered 
from father’s accuracy variation because it is unobservable 
with the assumed geometry if a camera is used. On the other 
hand, complementing camera with ranging would reduce the 
error on that component. Indeed, ranging acts in the direction 
parallel to the UAVs separation.  

 
Fig. 17. Son’s navigation results, building inspection scenario. NED positions’ 
errors. Son-to-Father camera aiding with one or two fathers. Father 1: Az = -
110°, El = 12°, r = 40 m. Father 2: Az = 180°, El = 10°, r = 30 m. Background 
color represents the value of the GDOP of the son. 
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Finally, Fig. 17 shows the filter results in a building 
inspection scenario, by sequentially adding fathers. The figure 
highlights the advantage in using a second father. Son-to-
Father camera aiding is used and the best position for the two 
fathers must be defined by using Fig. 9. Specifically, the two 
fathers are placed in the position highlighted by the red 
asterisks in Fig. 9.b. The figure reports the positioning error of 
the son by using one (black) or two (red) additional fathers 
along with the results obtained without cooperation (gray). 
RMS and Maximum error of the filter results and time average 
of the error STD on the three NED components predicted using 
the geDOP and DOP have been reported. 

D. Experimental Setup and Results 

The effectiveness of the proposed strategy in guaranteeing a 
bounded positioning error when flying under non nominal 
GNSS coverage, is demonstrated in this section using 
experimental data. An image from the executed flight tests is 
reported in Fig. 18.  Multi-constellation (GPS and Galileo) 
data have been taken into account. The experimental setup 
used in this framework includes two customized DJITM M100 
platforms equipped with an additional GNSS single frequency 
receiver (uBloxTM LEA-M8T) with raw measurements 
capabilities: 

 The “son” is equipped with an onboard computer 
(Intel NUCTM with an i7 CPU) and a CCD camera 
(PointGrey FleaTM FL3-U3-20E4C-C with 1600 X 
1200 resolution in pixels and maximum frame rate of 
59 fps, equipped with 8 mm focal length optics, with 
a resulting IFOV of about 0.030°).  

 The “father” embarks as onboard computer an Intel 
NUCTM with i5 CPU and a CCD camera (PointGrey 
BlackflyTM BFLY-U3-50H5C-C with 2448 X 2048 
resolution in pixels and maximum frame rate of 7.5 
fps, equipped with 6 mm focal length optics, with a 
resulting IFOV of about 0.022°). 

Fig. 19 shows the customized setup on board one of the 
M100, i.e. the son UAV. The additional GNSS antenna has 
been mounted symmetrically to the native one. Both the GNSS 
antennas have been mounted on a carbon fiber rod higher than 
the DJI default to prevent magnetic interference that could arise 
in proximity of the on-board computer. Onboard computer 
power supply is provided by the M100 battery via a DC-DC 
adapter as suggested in [42]. 

 
Fig. 18. Flight test Image taken from ground 

 
Fig. 19. Costumized setup on-board the son UAV. 

Data acquisition software has been developed in ROS 
(Robot Operating System), writing a customized ROS node 
able to process online the GNSS measurement and get an 
accurate time tag. Accurate satellites’ position along with the 
corrected pseudoranges from ionospheric and tropospheric 
error has been retrieved offline thanks to a customized version 
of the RTKLIB software [43] using broadcast ephemeris. As 
concerns image processing for visual detection and tracking, 
the authors developed ad hoc algorithms that exploit the 
cooperative nature of these applications, and their most recent 
works include deep learning approaches [44], with very 
promising results. In the experiment described in this paper, 
these approaches were complemented with a supervised 
procedure, being the focus set on the cooperative navigation 
algorithm. Camera-IMU calibration, aimed at identifying the 
fixed rotation matrix between the IMU (body) and Camera 
frame in a strapdown installation, and IMU parameter 
estimation have been performed with the Kalibr open source 
software [45]. The so estimated IMU parameters are reported 
in Table IV for the son UAV.  

The flight test has been performed outdoor under nominal 
GNSS conditions, allowing an accurate estimate of the drone 
position through the onboard navigation filter, to be used as 
benchmark. Then, GNSS-challenging conditions have been 
simulated offline by assuming a virtual 3D environment and 
removing the satellites whose ray-path would intersect the 
surrounding obstacles. Specifically, a bridge inspection 
scenario, depicted in Fig. 20, has been used. Fig. 20 shows the 
trajectories of the two vehicles (son and father) in the 3D 
environment, composed by a virtual bridge, located above the 
trajectory of the son. Adding the virtual obstacle yields a 
trajectory for the son that is always in challenging conditions, 
as remarked by the GDOP with removed satellites, reported in 
Fig. 20.b with the colored dots. It shows very bad coverage 
which would impact the navigation performance of a standard 
GNSS-IMU navigation filter.  

TABLE VI 
IMU PARAMETERS ESTIMATED WITH KALIBR [45] 

Velocity RW, 
[m/s/√h] 

Acc. bias 
stability, [mg] 

Angular RW 
[°/√h] 

Gyro bias 
stability [°/h] 

0.53 0.48 0.37 11.06 

RW is the Random Walk 
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Fig. 20. Trajectory of the two UAVs and simulated bridge. The colored dots 
represent the GDOP of the son with removed satellites due to the obstacle.  

 

  
Fig. 21. Results of the cooperative navigation algorithm using son-to-father 
visual tracking on experimental data. Galileo and GPS satellites are used. The 
gray background defines the 3σ bound interval, estimated with eqs. (26) and 
(28). 

Conversely, using cooperation bounds the positioning 
errors along the whole flight as shown in Fig. 21, which reports 
North-East-Down position components as estimated by the 
EKF described in this paper and supported by son-to-father 
visual aiding. This solution is defined as "filter" within the 
figure legend, and it is depicted in blue. The figure also 
includes other positioning solutions, as follows: 

 the solution of the onboard autopilot navigation filter, 
operating in open sky conditions, defined as “M100 
output”, in red. This solution can be assumed as a 
(metric level) reference; 

 the solution of the onboard uBlox M8TTM receiver, 
operating in open sky conditions, defined as “ublox 
output”, in purple; 

 the position solution calculated on the basis of all the 
raw pseudorange measurements gathered by the 
uBlox receiver, in open sky conditions (no virtual 
obstacles are considered). This is defined as 
“standalone fix, all SV” and depicted in yellow.  

The positioning solution for the EKF assuming the simulated 
bridge and no cooperation is not reported, since the very large 
errors would impact the scale of the diagrams.  

As in the numerical simulations, 3σ bounds estimated with 
geDOP and equations (26) and (28) have been included in Fig. 
21 as gray background. Filter estimates always lie within the 
3σ bounds with the exception of a very few instants, pointing 
out that geDOP can be used to predict upper bounds for the 
expected positioning error. Those rare events are related to 
anomalous pseudoranges and/or sudden maneuvers of the son.  
The value of the geDOP is higher in the East component than 
in the North, because the relative position vector between the 
platforms is almost parallel to the East direction, and camera 
aiding is not effective along that direction, as anticipated in 
section V.B. Finally, the usage of cooperative measurements 
allows considerably reducing the vertical error, even if 
compared with the performance of the stand-alone GNSS fix 
obtained under nominal coverage. 

Fig. 21 reports the RMS and maximum errors experienced 
by the filter, evaluated assuming as reference the position 
estimates of the onboard autopilot navigation filter (“M100 
output”). The time average of the geDOP-based error standard 
deviations estimated along the trajectory has also been 
reported. A good consistency is observed for North and East 
errors, while for the vertical component the RMS error is 
below |σD|. These results can be explained considering as in the 
numerical cases the role of propagation and of inertial sensors, 
but also the metric-level uncertainty of the positioning 
estimates assumed as reference (M100 output exploits 
standalone GNSS measurements). 

VI. CONCLUSION 

This paper discussed an approach to improve navigation 
performance for UAVs flying in GNSS-challenging conditions, 
which is based on cooperative aircraft flying in open sky 
conditions and thus under reliable satellite coverage. To this 
aim, a tightly coupled EKF exploiting cooperative 
measurements and partial GNSS information was developed. 
The filter was tested on simulated and experimental data using 
multi-constellation GNSS, demonstrating the capability to 
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provide bounded positioning error in very high DOP 
conditions, and even in absence of GNSS position fix.  

The concept of generalized dilution of precision was 
introduced as a powerful tool to predict positioning 
performance, demonstrating satisfying consistency with filter 
performance both in simulations and in flight tests. While it 
derives from the idea of extending the DOP concept to 
cooperative navigation measurements, it not only depends on 
geometric parameters (both regarding GNSS satellites in view 
and configuration of cooperative UAVs), but actually includes 
technology-dependant effects, such as the performance of the 
sensors (e.g., vision, RF ranging, inertial) embarked on son and 
father UAVs. Thus, geDOP provides a flexible and sensor 
agnostic tool to predict navigation performance, either in real 
time or off-line, which can account for all information sources 
linked to vehicle positioning. Indeed, geDOP applicability is 
not restricted to GNSS challenging environments, as the 
concept is applicable to all the scenarios where positioning 
accuracy can be improved through multi-vehicle cooperation. 
As it happens for the DOP, the geDOP can give a quantitative 
information about the actual positioning error experimented by 
the filter only regarding the correction equation, since it does 
not account for the prediction phase of the navigation 
algorithm. Further developments aim at defining a geDOP-
inspired indicator which can accurately predict filtering error, 
also accounting for propagation model. 

Current research is also aimed at implementing the 
cooperative navigation concept described in this paper in real 
world mission scenarios, such as mapping and inspection in 
GNSS-challenging environments.  
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