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Silvio Barra, Salvatore Carta, Andrea Corriga, Alessandro Sebastian Podda, Diego Reforgiato Recupero,

Abstract—In the last decade, market financial forecasting
has attracted high interests amongst the researchers in pattern
recognition. Usually, the data used for analysing the market, and
then gamble on its future trend, are provided as time series; this
aspect, along with the high fluctuation of this kind of data, cuts
out the use of very efficient classification tools, very popular in
the state of the art, like the well known Convolutional Neural
Networks models such as Inception, ResNet, AlexNet and so on.
This forces the researchers to train new tools from scratch. Such
operations could be very time consuming. This paper exploits an
ensemble of CNNs, trained over Gramian Angular Fields (GAF)
images, generated from time series related to the Standard &
Poor’s 500 index Future; the aim is the prediction of the future
trend of the U.S. market. A multi-resolution imaging approach
is used to feed each CNN, enabling the analysis of different time
intervals for a single observation. A simple trading system based
on the ensemble forecaster is used to evaluate the quality of
the proposed approach. Our method outperforms the Buy&Hold
strategy in a time frame where the latter provides excellent
returns. Both quantitative and qualitative results are provided.

Index Terms—Financial Forecasting, Ensemble of CNNs, GAF
Imaging.

I. INTRODUCTION

Since the dawn of the financial market, people have been
trying to build tools able to provide insights and information
about the stock price variations in the near future, so to
increase the possibilities to invest on the right company [17],
future, etc. Since then, the market has become much bigger,
and the available instruments for financial forecasting have
reached an unprecedented efficiency. Nowadays, the research
in this area is one of the most active amongst the pattern
recognition related topics, and at the same time it is one of
the most challenging. This is mainly due to the fact that stock
prices are often influenced by factors which are quite hard
predictable like political events, the behaviour of the other
stock markets and, last but not least, the psychology of the
investors [33]; these aspects tend to model the market as
an entity which is dynamic, non-linear, non-parametric and
chaotic [28].

Notwithstanding the above components, the research per-
formed in recent years in this field is growing both in terms
of literature production and in tools generation [27], [19]; also,
an increasing number of studies involves the use of learning
approaches like machine learning classifiers and neural net-
work models. Essentially, these techniques cover most of the
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research achieved in the field. The neural networks approaches
applied to financial forecasting started approximately across
the end of 80’s and the beginning of 90’s. In those years, one of
the first artificial neural network has been proposed [17], with
the aim of predicting the TOPIX index (Tokyo Stock Exchange
Price Indexes), by taking six metric vectors as input. In the
same year, the authors in [15] built a recurrent neural network
for stock price patterns’ recognition, exploiting the triangle
pattern as a clue to the trend of the future stock prices. In [18],
a similar approach has exploited eleven market indicators for
building and training a recurrent neural network for monthly
transition of the stock price index [11]. Several approaches
have also been proposed in the field, facing the financial series
prediction topic by using the DNM (Dendritic Neuron Model)
technique [10], whose performances have been shown both
on Asiatic [14] and US Market [34]. These techniques have
evolved a lot in the recent 10 years, as well as the finance
itself [8]. As a consequence, dozens of scientific papers have
been published, proposing approaches which aim at predicting
the stock prices by exploiting news data extracted from the
most popular social networks for modelling the uncertainty
which lies behind the fluctuation of the market [23]. Financial
forecasting is indeed one of the research branches in which
Sentiment Analysis found a quite breeding ground [21], [22].

Alongside the artificial neural networks (ANN), also the
machine learning approaches had the possibility to show
their efficiency through the years. In [29], the authors have
compared the capabilities of the Support Vector Machines
[6] in market prediction related issues against those obtained
by using the Radial Basis Function (RBF) Networks and
BackPropagation (BP). In [13], a recent literature review is
performed, which compares the modern machine learning
approaches in financial forecasting field.

Interesting results have also been obtained when fusing
together the above described techniques: as an example, in
[30] the authors have fused ANN with Decision Trees (DT).
The rationale behind this hybrid approach is that where ANNs
are able to provide quite good performances in forecasting the
market trend, a DT model is stronger in generating potential
rules which describe the forecasting decisions. Similarly, in
[24], a two stage fusion approach is proposed for predicting
CNX Nifty and S&P Bombay Stock Exchange (BSE) Sensex
from Indian stock markets. Specifically, the first stage uses
a Support Vector Regressor (SVR), whereas the second one
exploits, in turn, Artificial Neural Networks, Random Forest
and Support Vector Regression. Ten indicators have been
selected as input to the prediction models. In general, however,
predicting the daily direction (positive or negative) of the mar-
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ket requires to solve a classification problem, whereas directly
predicting the profit needs to address a regression problem. A
comparison of different market price prediction approaches is
shown in [25], where classification-based approaches usually
provide better results, such as [2], [3], [7], rather than some
regression-based competitors. As reported in [1], moreover,
”there is no general consensus on best forecasting technique
for price prediction”, particularly since ”price series is inher-
ently a non-stationary series having non-constant mean and
variance”, making it not always advantageous to represent the
problem through linear models such as regression.

Furthermore, the actual trend of the research seems to be
oriented towards the analysis of the data in their raw forms,
therefore as time series, without doing any dimensionality
changing. Inspired by recent successes of supervised and
unsupervised learning techniques in computer vision, and with
the aim to change this trend, in this paper we propose a
trading system based on the forecast of the daily direction of
a market index by exploiting the discriminatory capabilities of
the Convolutional Neural Networks (CNN) when dealing with
GAF images. Indeed, CNNs has shown very good accuracy
results when applied to pattern recognition on image and video
data [16], [9]. We encoded time series as images to allow
machines to visually recognise, classify and learn structures
and patterns. Reformulating features of time series as visual
clues has raised much attention in computer science and
physics [32].

Model training, evaluation and testing are executed on
S&P500 index Future. Time series of the Future prices are
processed in a twofold way: firstly, different intervals of time
are considered, in order to analyse the same trend under
different points of view; then, GAF images are built for each
of the defined time intervals. Therefore, the main contributions
of the proposed approach are:

• The proposed system exploits the Gramian Angular
Fields imaging approach for encoding time series data
as images;

• The composition of GAFs images in a multi-resolution
structure helps improving the market prediction results;

• The classification phase is carried out by organising in an
ensemble a set of CNNs which have the same architec-
ture, but each of them is initialised with a different kernel
function for initialisation. A majority voting-based policy
is adopted;

• Comparisons both with state of the art baseline ap-
proaches (e.g. Buy & Hold strategy) and with the results
of an existing competitor method (Calvi et al. [4]) have
been performed, showing that the proposed system is ca-
pable of obtaining a higher profit in the same investment
period.

The remainder of this paper is organised as follows: Section
II outlines the developed method, from the generation of the
GAF images to the description of the ensemble of CNNs.
Sections III and IV describe, respectively, the experiments’
settings, along with the data preparation and the dataset de-
scription, and show and discuss the qualitative and quantitative
results. Section V ends the paper with conclusions and future

work where we are headed.

II. THE PROPOSED APPROACH

As pointed in Section I, most of the research in market
prediction and financial forecasting is based on Artificial
Neural Networks or Machine Learning approaches. These
models are commonly trained on time series data describing a
market index in the past, with the goal of predicting its future
trend. The aim of this work is to achieve market prediction
over the S&P500 index, by using an ensemble of CNNs, with
the training phase executed over GAF images (particularly, the
GADF). This particular kind of imaging technique is detailed
in section II-B. The rightmost part of Figure 3 shows how
the proposed trading system works; firstly, the data of the
original time series are aggregated according to 4 intervals
of time; then, consecutive time frames of 20 observations
are extracted from each time series, in order to generate the
related set of GADF images. Twenty similar CNNs (whose
architecture is shown in the leftmost part of Figure 3) are
trained over these images, and the threshold-driven ensemble
approach takes place for deciding which action to perform the
day after the observations, as described in what follows.

A. Trading strategy

We design our system to simulate a classic intraday trading
strategy. This strategy generally consists of buying or selling
a specific financial instrument (in our case, the S&P500 index
future), by making sure that any open position is closed before
the market closes in the same trading day. Specifically, we
model our strategy such that, for each single trading day, the
final output of our system is one of the following actions:
• a long action, which consists of buying the stock, and

then selling it before the market closes;
• a short action, which consists of selling the stock (using

the mechanism of the uncovered sale), and then buying
it before the market closes;

• a hold action, which consists of deciding not to invest in
that day.

The ideal target of this strategy requires the system to
choose the action that maximizes the economic return (i.e.,
the profit) of the day, given a prediction about the stock price
trend in that day (i.e., whether the price will rise or fall). Thus,
a long action is performed whenever our system predicts that
the price will rise in that day; conversely, a short action is
chosen whenever our system predicts that the price will fall in
that day; last case, a hold action is performed whenever the
system is not enough confident about the market behaviour.

B. Gramian Angular Fields imaging

The Gramian Angular Field (GAF) imaging is an elegant
way to encode time series as images. This has been proposed
by Wang et Oates in [31]. The main reasons which led to
the definition of this approach regards the possibility to use
existing pre-trained models, rather than training Recurrent
Neural Networks from scratch or using 1D-CNN models. The
last two models may result inconvenient.
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In order to build the GAF images, first a rescaling of the
real observations of the time series is needed; therefore, let
X = {x1, x2, . . . , xn} be the considered time series with n
components, the rescaling to the interval [-1, 1] is achieved
by applying the mean normalisation:

x̃i =
(xi −max(X)) + (xi −min(X))

max(X)−min(X)
(1)

Hence, the scaled series is represented by X̃ =
{x̃1, x̃2, . . . , x̃n}. This is transformed to a polar coordinates
system by computing the angular cosine of the single compo-
nents of the scaled time series:[

θi = arccos(x̃i), x̃i ∈ X̃
ri =

i
N , with ti ≤ N

]
(2)

Finally, Gramian Summation Angular Field (GASF) and
Gramian Difference Angular Field can be easily obtained by
computing the sum/difference between the points of the time
series:

GASF = [cos(θi + θj)] = X̃
′ · X̃ −

√
I − X̃2

′
·
√
I − X̃2

GADF = [sin(θi + θj)] =
√
I − X̃2

′
· X̃ − X̃ ′ ·

√
I − X̃2

(3)
Figure 1 shows the process for transforming a time series

to the GADF and GASF images. It is worth to notice that
the equations in (3) produce a 1D matrix as an output
of the encoding process. This matrix actually represents a
heatmap, whose values range from 0 (blue) to 1 (red). In
a successive step, we applied the RGB color map to the
image, thus resulting in a three channel matrix (further details
on this process can be found in [31] and [32]). Note that
the application of the color map is not strictly required by
our approach; however, preliminary experiments showed us
that applying the color map to the images led us to obtain
better results and, additionally, to achieve a faster network
convergence and stability.

C. Multi-Resolution Time Series Imaging

The time-series data show a quite important factor, that is
the variation of a feature across the time and, therefore, how
quickly data change. The speed which regulates the change
of the features provides many insights about the evolution
of the event: unfortunately, this peculiarity is hidden or even
impossible to identify when data granularity is too coarse.
As a trivial example, let us think to how important is the
granularity of information in weather forecasting: an actual
changing from sunny to rainy which occurs in few minutes
gives different information with respect to the same change in
24 hours period. Moreover, often the observations contained
in a time series are not done at the same interval of time,
i.e. the distance between two consecutive observations is not
always the same, thus forcing the researcher to aggregate
the data for uniforming this distance through the entire time
series. Given the two factors described above, our approach
proposes a multi-resolution imaging, which aggregates the data
under K different intervals of time, thus creating K different,
but analogous, time series. Let D = {T, F1, F2, . . . , FN} be
the original time series in which T defines the moment in

which the observations of a given event are done, and Fi with
i = 1, 2, . . . , N are the features describing the event. Given
two consecutive observations in D, let us say Dj and Dj+1,
let ID be the distance between them in terms of time. The
new K aggregated time series are D1, D2, . . . , DK , and the
interval between two consecutive observations is IDk

> ID
for each k = 1, . . . ,K.

Figure 2 shows the composition approach in which (a), (b)
(c) and (d) are four GADF images built from four time-series
which differ for their aggregation intervals. The composition
aims at building a unique image, which considers the evolution
of the time series in a fixed period of time.

D. Ensemble of CNNs

Once the time series are converted to GADF images, the
training phase can take place. Figure 3 shows the architecture
of the Convolutional Neural Network involved (on the left). It
consists of a simplified version of the VGG-16 network [26],
composed by 5 convolutional layers and a fully-connected
one. Although our approach is independent of the network
adopted, our choice was motivated by the fact that very deep
networks were not suitable for the task, given the low number
of samples at our disposal (SP500 only has a few thousand
of daily samples). Indeed, our early tests showed that the
simplified VGG led us to significantly improve the results,
learning stability and execution times, both when compared
to the standard VGG-16 and ResNet [12] architectures.

Additionally, note that no padding is added, therefore the
convolutional layers produce an output of the same size of
the input. The activation function in each of them is a ReLU,
while in the classification layer the softmax function is used.

The ensemble configuration involves the training of twenty
convolutional neural networks, each with a different weight
initialization method; the configuration parameters for each
network are detailed in Table I. The choice of defining each
network with different weight initialization methods arises
from the need of excluding most of the randomness factors
which can affect the final prediction. This ensures that the
answer of the ensemble originates from a proper convergence
of the weights, no matters how they are initialized. Once the
nets are trained, the test samples are given as input to all
the networks. The final decision of the ensemble is taken by
applying a majority voting based approach, which returns a
specific output r ∈ {0, 1}, according to the percentage of
networks which agree with the same classification. In the
experimental results section, six different thresholds (related
to the agreement percentage of the networks) are tested, from
0.5 up to 1, according to the percentage of networks which
agree to the same classification.

III. EXPERIMENTAL SETTINGS

This section describes the settings of the experimental
phase. In particular, first, in Subsection III-A the dataset
S&P500 is presented and described along with the Buy-and-
Hold investment strategy applied on it. This represents the
baseline comparison method for the majority of the trading
systems. Then, in Subsection III-B, the validation approach
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Fig. 1. The figure shows the process leading to the generation of the Gramian Angular Fields images: from left to right, the data are first plotted and then
the coordinate system is transformed to a polar plane; finally, the GADF and GASF images are generated according to the function defined in Equation 3.

Fig. 2. The policy of composition of the multi-resolution GADF images is
shown above; in particular, (a), (b), (c) and (d) refer to the same label, but
the observations considered in each are aggregated in four different ways.

is defined. Finally, in Subsection III-C the ensemble policy is
shown.

A. Evaluation and S&P500

The S&P500 (Standard & Poor’s 500) is maybe the most
important U.S. index. Born in 1789, at the beginning it only
consisted of 90 titles. Since 1957, the year corresponding to
when computers started to be actively applied to the financial
market, the number of quoted companies has grown up to 500.
It followed that S&P500 became one of the most influencing
market in the U.S., even overcoming the Dow-Jones index. For
the trading operations the S&P500 Futures have been used.
They consist of futures contracts on a stock or a financial
index. These derivative securities are used by investors and
portfolio managers to hedge their equity positions against a
loss in stocks; in other words, S&P500 Index is used by those
who want to hedge risk over a certain period of time.

Currently, S&P500 index is one of the most widely traded
index future contracts in the United States and it is computed
by multiplying the S&P500 value by $50. As an example, if

TABLE I
IN THE TABLE, FOR EACH INITIALIZATION METHOD, THE CONFIGURATION

SETTINGS ARE REPORTED. THE ”seed” COLUMN INDICATES THE SEED
NUMBER APPLIED FOR GENERATING THE RANDOM WEIGHTS, ACCORDING
TO THE USED INITIALIZATION FUNCTION. THE FIRST 10 NETWORKS HAVE

THE ”seed” SET TO ”None”, MEANING THAT RANDOMISED NUMBERS
DIFFER IN EACH EXECUTION. THE OTHER 10 NETWORKS HAVE A FIXED

”seed” MEANING THAT RANDOMISED NUMBERS ARE GENERATED ”seed”.

Init. method Configuration parameters seed
Orthogonal gain=1.0 -

lecun uniform - -
VarianceScaling scale=1, mode=’fan in’, distr.=’normal’ -
RandomNormal mean=0.0, stddev=0.05 -
RandomUniform minval=-0.05, maxval=0.05 -
TruncatedNormal mean=0.0, stddev=0.05 -

glorot normal - -
glorot uniform - -

he normal - -
he uniform - -
Orthogonal gain=1.0 42

lecun uniform - 42
VarianceScaling scale=1, mode=’fan in’, distr.=’normal’ 42
RandomNormal mean=0.0, stddev=0.05 42
RandomUniform minval=-0.05, maxval=0.05 42
TruncatedNormal mean=0.0, stddev=0.05 42

glorot normal - 42
glorot uniform - 42

he normal - 42
he uniform - 42

the S&P500 is at a level of 2,500, then the market value of a
future contract is 2,500 × $50 or $125,000.

The S&P500 data are publicly available on many platforms
over Internet; also, these can be downloaded at different levels
of granularity, according to the scope of the research that
is being carried out. Historically the data are tracked and
gathered once every fifteen seconds, but some of the platforms
only provide data daily. More in detail, for each of the acquired
records, the following data are available:

• Date of the observation: mm/dd/yyyy;
• Interval of the observation: hh:mm:ss;
• Open: the value the index has opened in the specified

date;
• Close: the value the index has closed in the specified date;
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Fig. 3. On the leftmost side of the figure the architecture of the convolutional neural network is shown. On the rightmost side, the overall process of the
proposed trading system is depicted.

• High: the highest value reached by the index in the
specified date;

• Low: the lowest value reached by the index in the
specified date.

We decided to use S&P500 as a benchmark for several
reasons. First of all, because it is one of the most relevant
stock markets in the world. The second reason is that it is
extremely challenging to forecast its behaviour. Indeed, it
shows a high level of volatility, where this measure indicates
the mean fluctuation of the market over a certain time interval.
The practical importance of this factor relies in the assumption
that there is a tight correlation between the mean fluctuation
and the quantification of the risks related to the asset [5]. In
the recent years, many studies have been conducted in this
area to the point that a specific branch of the market-related
research focuses on the prediction of this fluctuation [20]. On
top of this, we can use the performances of the Buy-and-Hold
strategy (hereafter shortened as B&H) applied on S&P500 as
a direct benchmark. B&H is both a strategy easy to replicate,
and also an extremely significant competitor when considering
a time frame where the market performs a large and quite
constant growth. Indeed, B&H is a passive investment strategy
where an investor buys stocks and holds them for a long
time, with the hope that stocks will gradually increase in
value over a long period of time. This strategy works as
follows: given an investment period, B&H ”buys” a stock at
the beginning, ”holds” it for the entire investment period, and
sells it at the end. The net profit is the difference between
the price at the end period and the price at the beginning. In
Figure 4, the selected time frame for comparing our approach

against the B&H strategy is shown (from 2009-02-01 to 2014-
07-31); it is easy to notice that this investment period is
extremely favourable for B&H and extremely challenging for
our approach.

B. Walks’ Definition

With respect to the common cross-validation approaches,
which are typically applied when dealing with image classi-
fication, like the Leave-One-Out cross validation (LOOCV)
or the k-fold cross validation, time series data need a more
specific purpose approach, since they need to consider the
semantic linking between the observation at time t and the one
at time t+1. The walk-forward validation strategy properly fits
in this scenario since the folds which are considered for the
validation are temporally split, and internally processed as one
sample. As a consequence, the use of GADF helps maintaining
the correlation between two consecutive observations, thus
keeping unaltered the semantic of the succession.

For our own research we considered an investment period
which goes from February 1st 2000 to January 30th 2015, for
a total of 16 years and 4569 observations which are related to
the actual days in which the financial market has been opened.
Each observation has been labelled according to the difference
Close−Open of the day after which is:

• 1, if the close-open value of the day after is positive;
• 0, otherwise

The data are divided in training, validation and testing sets;
in Table II, the walks are shown: in particular, each model
has been trained over a period of ten years, validated over
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Fig. 4. The net profit obtained by the application of the Buy-and-Hold strategy is shown over the period which has been taken into account for the experiments
( https://www.investing.com/indices/us-spx-500-futures).

the following six months and finally tested over the last six
months.

C. CNN training and Ensemble policy

According to the considerations exposed in Section II-C, we
used K = 4 for the evaluation of our approach. Starting from
the original time series of S&P500, in which the observations
are sampled at intervals of 5 minutes, the data have been
aggregated according to 4 new intervals:
• 1 hour
• 4 hours
• 8 hours
• 1 day

This means that starting from the original time series, we
aggregated the data in four different ways and from each we
selected 20 samples for predicting the market-day after (20
1-hour blocks make one GADF for the first time series, 20
4-hours blocks make one more GADF image, etc).

The Close − Open value has been computed for each
sample, and a 20X20X3 GADF image has been built and
composed according to the process shown in Figure 2. By
following this procedure, the aggregated GADF image will
have dimension 40X40X3. For each of the walks defined
in the previous section, the ensemble of CNNs is executed
over the test samples; the majority voting approach works as
follows: each of the CNN gives as output a single-value which
is 0 or 1 whether the CNN suggests to perform a short or a
long action, respectively. When working in ensemble, the final
prediction is taken according to the answer of all the CNNs,
according to the trading strategy defined in II-A. Note that
in cases where not all the CNNs agree with the same result,
a coverage-base approach is used: let N be the number of
networks involved in the ensemble, t ∈ [0.5, 1] be a threshold

which indicates the required percentage of agreement, and A
be the most predicted action (between long or short) by the
nets for the considered day. Then, the system performs A in
that day if and only if at least n > tN networks have voted
A; conversely, if the agreement threshold is not reached, the
system does not perform any operation and just holds.

IV. RESULTS AND DISCUSSION

In this section, the quantitative and qualitative results are
shown and discussed. In the following we report the metrics
we have used:
• the Accuracy is a well-known metric; it is defined as the

ratio between the number of correct predictions against
the total number of test samples.

• the Coverage is a metric (expressed as a percentage)
which indicates how many times the networks in the
ensemble agree on an action, according to the threshold
set;

• the Annualized Sharpe Ratio is a financial risk index used
to help investors to understand the return of an investment
compared to its risk; the greater the value of the Sharpe
ratio, the more attractive the risk-adjusted return;

• as the term suggests, the Net Profit is the actual profit we
earned in the testing period;

• the Sortino Ratio is a variation of the Sharpe ratio that
differentiates harmful volatility from total overall volatil-
ity by using the asset’s standard deviation of negative
portfolio returns; it is defined as follows:

SortinoRatio =
Rp − rf
σd

(4)

where Rp is the actual portfolio return, rf is the risk-free
rate, and σd is the standard deviation of the downside;
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TABLE II
THE ELEVEN WALKS USED FOR TRAINING, VALIDATION AND TESTING THE MODELS AND HOW THEY ARE COMPOSED.

training validation test
# since → to since → to since → to
1 2000-02-01 → 2009-01-30 2009-02-01 → 2009-07-31 2009-08-02 → 2010-01-31
2 2000-08-01 → 2009-07-31 2009-08-02 → 2010-01-31 2010-02-01 → 2010-07-30
3 2001-02-01 → 2010-01-31 2010-02-01 → 2010-07-30 2010-08-01 → 2011-01-31
4 2001-08-01 → 2010-07-30 2010-08-01 → 2011-01-31 2011-02-01 → 2011-07-31
5 2002-02-01 → 2011-01-31 2011-02-01 → 2011-07-31 2011-08-01 → 2012-01-31
6 2002-08-01 → 2011-07-31 2011-08-01 → 2012-01-31 2012-02-01 → 2012-07-31
7 2003-02-02 → 2012-01-31 2012-02-01 → 2012-07-31 2012-08-01 → 2013-01-31
8 2003-08-01 → 2012-07-31 2012-08-01 → 2013-01-31 2013-02-01 → 2013-07-31
9 2004-08-01 → 2013-07-31 2013-08-01 → 2014-01-31 2014-02-02 → 2014-07-31

10 2004-08-01 → 2013-07-31 2013-08-01 → 2014-01-31 2014-02-02 → 2014-07-31
11 2005-02-01 → 2014-01-31 2014-02-02 → 2014-07-31 2014-08-01 → 2015-01-30

• the RoMaD (Return Over Maximum Drawdown) is the
average return in a given period for a portfolio; it is
computed as follows:

ROMAD =
NetProfit

MDD
, (5)

where the Portfolio Return is the effective gain or loss
realized by an investment, and the MDD indicates the
Maximum DrawDown, which is defined as the maximum
loss from a peak to a trough of a portfolio, before a new
peak is attained. Currently the MDD is the preferred way
to evaluate the riskiness of an investment.

The results of the proposed approach have been compared
against the following baselines:
• B&H Strategy: as explained in Section III, this repre-

sents the baseline comparison method for the majority of
the trading system approaches;

• Random Guessing: this easy technique exploits 10 ran-
dom classifiers, included in an ensemble that using a
majority voting approach tries to perform long or short
operations. The comparison against this random predictor
serves as proof that our approach does not act randomly,
that the performed actions (longs or shorts) have a strong
basis, and that the criteria are correctly learnt from the
past trend of the market;

• 1D-CNN: this approach does not apply the GADF trans-
formation to the time series; therefore, the time series are
directly applied and processed by 1-dimensional Convo-
lutional Neural Network. This test aims at showing the
benefits of the GADF transformations in the proposed
approach.

Figure 5 shows the performances of the simple trading
system based on our forecasting approach (in blue) against
those described before: the B&H strategy (in red), the 1D-
CNN (in green) and the Random Guessing (in orange). The
performances are computed over all the walks that have been
taken into account; on the x-axis of of each plot the considered
threshold for the ensemble is indicated. Overall, the thresholds
from 0.5 to 0.7 let us obtain the best achievements. As shown
in the plot, the proposed approach is the only one capable of
sensitively overcome the baseline performance of the B&H.
However, a peak in the performance is appreciable with the
threshold set to 0.6, in which the highest net profit is obtained.

The quantitative results are shown in Table III and further
confirm the good qualitative scores. Moreover, the table shows
the big difference between the net profit obtained by our
approach and the B&H strategy. Using ensemble thresholds
higher than 0.7, the results tend to degrade, mainly due to the
fact that it becomes harder to obtain a total agreement among
the nets in the ensemble. Anyway, even with a threshold set
to 1 (meaning that all the nets must agree to trigger a long
or short action), we managed to earn 1.375 dollars; thus, we
still do not lose money, even though the risk is quite high, as
shown in the Sharpe Ratio and Sortino Ratio plots. In general,
the good performances for all the threshold values are a clear
indicator of the robustness of our proposed approach.

In addition to comparing our results to the baselines, we
have also considered the approach proposed by Calvi et al. [4],
which consists of the daily prediction of the S&P500 index, as
in our case, but by using a Support Tensor Machine (STM) as
a predictor (defined as a tensor extension of the better known
Support Vector Machine). Figure 6 shows the gap between
the net profit given by our method, and those returned by
the Buy&Hold and the work in [4]. The comparison does
not take into account the market period related to the 2008’s
Financial Crisis (whose effects impacted the years between
2007 and early 2009), when it results unfair to overcome the
B&H strategy, due to the dramatic performances of the index
in this period.

Conversely, the considered period (from late 2009 until
2016) highlights a strong increase of the S&P500 index,
thus improving the Buy&Hold performances. Nevertheless,
our method is able to outperform such performances, which
is not the case of the approach in [4].

Finally, note that, in the financial forecasting domain, the
prediction accuracy is very close to 50%, mainly due to the
high variability of the indexes which complicates a lot the
decision between long and short actions. In this scenario,
using a single CNN (both in terms of prediction and, where
appropriate, in terms of probability of the prediction) usually
introduces a major drawback: the initialization seed may
significantly affect the final result. Moreover, focusing on
improving the accuracy does not usually imply the net profit
to grow accordingly. It follows that, by slightly changing the
initialization, the same network could give worse results for
the same period, or in any case could behave too differently
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Fig. 5. The figure shows the comparison among the tested approaches. In particular, the blue, orange and green lines represent, respectively, the results
obtained by applying our approach, a random guessing approach and a 1D-CNN. The red line evidences the results which are obtained by the Buy-and-Hold
strategy. In each plot, the x-axis indicates the ensemble threshold considered, while in the y-axis it is shown the obtained Net Profit, the ROMAD value, the
Annualized Sharpe Ratio and the Sortino Ratio, respectively, from the upper-leftmost image to the bottom-rightmost one.

TABLE III
THE TABLE SHOWS THE QUANTITATIVE RESULTS OF THE PROPOSED APPROACH. FOR EACH METRIC, THE BEST RESULT IS HIGHLIGHTED IN BOLD.

Threshold Coverage (%) Accuracy (%) Net Profit ($) ROMAD Annualized Sharpe Ratio Sortino Ratio

Proposed Approach

0,5 95,433 52,638 66.625 8,289 1,196 0,452
0,6 72,423 54,810 82.312 11,95 1,808 0,828
0,7 47,716 56,564 62.600 8,517 1,518 1,009
0,8 22,950 56,632 46.212,5 9,105 1,596 1,504
0,9 7,494 53,125 17.487,5 3,97 0,452 0,370
1,0 1,990 55,882 1.375 0,365 -1,445 -0,524

1D-CNN

0,5 94,906 47,254 -69.525 -0,904 -0,936 -0,425
0,6 74,824 46,791 -52.250 -0,832 -0,921 -0,420
0,7 53,688 46,564 -40.725 -0,927 -1,172 -0,451
0,8 33,723 46,875 -13.287,5 -0,749 -0,743 -0,281
0,9 15,456 48,106 -6.650 -0,463 -0,836 -0,387
1,0 7,494 49,218 1.337,5 0,2 -0,582 -0,293

Random Guessing

0,5 82,552 48,297 -41.912 -0,991 -0,930 -0,395
0,6 26,639 50,109 -9.575 -0,596 -0,661 -0,265
0,7 4,449 42,105 -5.775 -0,604 -1,665 -0,586
0,8 0,292 20,0 -1.275 -0,610 -4,067 -1,331
0,9 0 0 n.a. n.a. n.a n.a
1,0 0 0 n.a. n.a. n.a. n.a.

B&H - - - 56.600 3,847 0,258 0,394
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Fig. 6. The above plot shows the comparison, in terms of cumulative profit,
between the proposed approach (in blue) and the approach in [4] (in black).
Finally, in orange, we show the Buy&Hold baseline as a benchmark.

when tested on different markets. This reveals the need of
stabilising the results; the ensemble architecture, together with
different weight initialisation policies, has shown to have a
much more robust behaviour, allowing us to obtain more
stable results and thus alleviate the randomness. As a result,
according to the set thresholds, we perform a long operation
only when the ensemble suggests to buy when a certain
ensemble voting policy is satisfied; otherwise we perform a
short operation. The mitigation of the randomness yields two
simple but significant consequences:
• when we lose, we tend to lose very little;
• when we win, we tend to win considerably.

This result is to be considered particularly significant, thanks
to the capability of our approach of beating the B&H strategy
in the years in which the latter performs well.

V. CONCLUSIONS

In this paper we have proposed an innovative approach for
the forecasting of market behaviour by using Deep Learning
technologies and by encoding time series to GAF images. The
developed CNNs have been applied to the GAF images for a
classification task. Moreover, an ensemble was fed with the
CNNs above ans a majority voting strategy has been used to
select the final classification. High results have been obtained
using the S&P500 Future, the market where we have trained,
validated and tested our networks and the overall ensemble.
The GAF imaging technique has thus been applied within the
financial technology domain bringing the benefits of CNN.
Moreover, our approach, combination of Deep Learning and
GAF images technologies, outperformed the baseline strate-
gies consisting of Buy-and-Hold operations for a classification
task where long and short actions can be performed. The
analysis of the tuning of several hyperparameters is being
carried out by our team and is subject of future works.
Currently we are studying the stacking policy of the GAF

images (as shown in Fig.2), and how accuracy and net profit
vary according to the value of K (currently set to 4). Note that
our approach outperforms the Buy-and-Hold strategy, although
the latter was still very competitive and profitable within the
considered period. As our approach is highly promising, there
are several directions we would like to explore:
• first of all, we would like to apply our method to other

markets and understand the benefits it brings with respect
to the baselines;

• then, something we are already exploring consists of
applying the results of our ensemble to real trading
platforms. The goal is to simulate the real earnings we
would obtain on the past data and on a certain market.
The platform we are already playing with is MultiCharts1.

• we would also like to test our approach on different
classification tasks within several domains such as Sen-
timent Analysis, Emotion Detection, Credit Scoring. The
reason is to understand how the GAF imaging performs
in presence of text or different kind of feature vectors.
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