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Preface

As digital technologies, the internet and social media become increasingly integrated into society, a
proliferation of digital footprints of human and societal behaviours are generated in our daily lives.
All these data provide opportunities to study complex social systems, by the empirical observation
of patterns in large-scale data, quantitative modelling and experiments. The social data revolution
enables not only new business models but it also provides policy makers with better instruments
to support their decisions. This conference aims at stimulating the debate between scholars of
different disciplines about the so called “data revolution” in social research. Statisticians, computer
scientists and domain experts in social research will discuss the opportunities and challenges of the
social data revolution to create a fertile ground for addressing new research problems.

This book includes the abstracts of the papers presented at the second international conference on
data science and social research whose authors paid the registration fee.

All abstracts appear in the book as received. Authors are responsible for the entire content and
accuracy of their abstracts.
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INVESTIGATING VACCINE SENTIMENT IN ITALY 

OVER A PERIOD OF AMBIGUOUS 

 IMMUNIZATON POLICY  

Danilo Ajovalasit 1, Veronica Dorgali 2, Angelo Mazza 1, Alberto D’Onofrio 3  

and Piero Manfredi4 

1 Dipartimento di Economia e Impresa, Università di Catania,  

 (e-mail: danilo.ajovalasit@unict.it, a.mazza@unict.it) 

2 Dipartimento di Statistica, Informatica, Applicazioni "G.Parenti", Università di Firenze  

(e-mail: veronica.dorgali@gmail.com) 

2 International Prevention Research Institute, (e-mail: alberto.donofrio@i-pri.org) 

2 Dipartimento di Economia e Management, Università di Pisa, 

 (e-mail:piero.manfredi@unipi.it) 

The last 18 months of Italian political life have offered a schizophrenic picture of 
vaccination programs. Following fell-off of MMR vaccination coverage, a zero-
tolerance policy was introduced in Italy, with unvaccinated children not to be allowed 
to attend school. The new legislation originated a strong debate over the ethical 
acceptability and the real effectiveness of mandatory vaccination. The new policy was 
opposed by large strata of the society, including some political parties. The new 
government that took over after the March 2018 elections, sharply changed the 
regulation, allowing, under certain conditions, unvaccinated children to school. This 
research develops a sentiment analysis based on online social media data, in order to 
investigate whether this confusing phase, with contrasting attitude at the highest level, 
is creating a disorientation that might eventually lead to distrust in vaccination and to 
a coverage decline. We will focus on Tweets written in Italian during the past 18 
months and containing a set of vaccination-related keywords, to explore which events 
originated stronger reactions and how they affected vaccination propensity. 
Furthermore, when available, we will retain the geographic location, to investigate 
spatial variation within the country. 

KEYWORDS: Vaccination choices, sentiment analysis, immunization policy. 
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TRANSITIVITY THRESHOLDS FOR

SALO -HAMALAINEN INDEX WHEN THE NUMBER OF

ALTERNATIVES IS GREATER THAN THREE

Pietro Amenta1, Antonio Lucadamo1 and Gabriella Marcarelli1

1 Department of Law, Economics, Management and Quantitative Meth-
ods, University of Sannio, (e-mail: pietro.amenta@unisannio.it,
antonio.lucadamo@unisannio.it, gabriella.marcarelli@unisannio.it )

Pairwise comparisons are used for deriving the ranking of preferences in
multi-criteria decision problems. Main issue of the pairwise comparisons is
the consistency of judgements: they could be not transitive or irrational. It is
therefore necessary to measure the level of inconsistency of judgements before
deriving a priority vector. Several consistency indices have been proposed in
literature to measure the level of inconsistency (e.g. the Salo-Hamalainen in-
dexCMSH). They are functions that associate pairwise comparisons with a real
number representing the degree of inconsistency in the judgements. Consis-
tency indices and their thresholds may be useful to face cardinal consistency
but usually they do not take into account the ordinal consistency (transitivity).

This paper focuses on this issue and proposes a transitivity threshold for the
CMSH index providing meaningful information about the reliability of the pref-
erences. If the decision maker is interested in the ordinal ranking of elements
and not in the intensity of preferences, then a transitivity threshold represents
an important tool for this task: an index value less than the transitivity thresh-
old ensures (with a high probability) that the ranking of preferences is unique
while on varying the prioritisation methods, only the intensity of preferences
may be different. In this case, even though the index is higher than the consis-
tency threshold, the decision maker may avoid to revise his/her judgments.
K EYWORDS: pairwise comparison matrix, Salo-Hamalainen index, transitivity thresh-
old
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INVESTIGATING THE JUDGES’ PERFORMANCE IN A NATIONAL  

COMPETITION OF SPORT DANCE 
 

Laura Anderlucci, Alessandro Lubisco, Stefania Mignani 

 

 

Department of Statistical Sciences, University of Bologna, Italy 

(laura.anderlucci@unibo.it; alessandro.lubisco@unibo.it;stefania.mignani@unibo.it) 

 

Many sports, such as gymnastics, diving, figure skating, etc… use judges' scores to generate a ranking in order to 

determine the winner of a competition. Judges use some types of rating scale when assessing performances.  However, 

human ratings are subject to various forms of error and bias. Assessment outcomes largely depend upon the set of raters 

that provide the evaluations.  

The aim of this paper is to illustrate how results from Many-Facet Rasch Measurement framework (MFRM) can be 

used to highlight feedback to the judges about their scoring patterns. The purpose is to analytically detect the bias 

pattern of the admitted raters. We consider the field of Sport Dance, a discipline receiving an increasing public's interest 

and passion in recent years. We analyze the data from the national competition of last year in Italy.  

 

 

KEYWORDS: Rasch model, assessing sport performances, rating variability, sport dance 
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To highlight the factors of psychological capital and locus of control that may 
influence employability, a survey was carried out on a large sample of graduates 
from the University of Padua, Italy. The survey was aimed to investigate, among 
other, the disposition of graduates toward entrepreneurship. Two questionnaires 
were administered to graduates, one at graduation and another two years later. The 
questions concerned both the human capital, which refers to the outcomes of 
graduates’ educational investments, other social factors, and a psychometric test to 
investigate the individual psychological capital (Psycap) and locus of control (LoC). 
In this work we aim to evaluate if the psychological resources identified by Psycap 
and LoC scores are related to one’s propensity to start own business and to manage 
in the labour market in such a way to gain a good job in a shorter time than peers. 
This poses two research questions:  
1) which are the psychological factors correlated to entrepreneurship disposition? 
2) which are the factors related to the disposition to work abroad?  
The psychological dimensions relevant to start own business or to work abroad were 
identified: the analysis showed that psychological factors can explain the propensity 
of graduates toward entrepreneurship more accurately than the effects of human and 
social capital alone.  
 
 
KEYWORDS: Entrepreneurship, human capital, Social capital, psychological capital,survey on 
graduates. 
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Considerable interest has been devoted in recent years to the quantitative study 
of the scientific literature, thanks to the availability of online resources (e.g. Web of 
Science) and the development of effective techniques for performing automatic 
analyses. The procedures commonly implemented in bibliometric studies are the 
performance analysis and the science mapping. The first one aims at evaluating the 
literature related to a given domain on the basis of bibliographic data. The second 
one tries to highlight the structural and cognitive patterns of the domain. Mapping 
techniques frequently refer to textual data analysis. Each domain or theme can be 
characterised by a set of keywords, assigned by the authors of the publications or by 
the indexing services. 

In this paper, an analysis on the last 30 years of Social Indicators Research (SIR) 
is performed. Founded in 1974, SIR has become one of the leading journals on 
problems related to the measurement of the different aspects involving the social 
sphere. Aiming at describing the evolution over time of the SIR themes, here we 
refer to the dynamic topic modelling (DTM) approach (Blei & Lafferty, 2006). 

DTM is an extension of the well-known latent Dirichelet allocation. It captures 
the temporal evolution of topics in a sequentially organised collection of documents. 
The notion of time is included using the meta-data of the documents. By applying 
DTM to the 1987-2017 SIR collection we show the evolution of keyword-themes 
distribution, underlying the themes of the collection over the time and tracking how 
they have changed. 
 
KEYWORDS: bibliometrics, thematic evolution, topic modelling. 
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The National (Italian) Register of Students and Graduates (Anagrafe Nazionale 

Studenti - ANS, in Italian) is an administrative database, established by the Law 170 
of 2003 and implemented by the Ministerial Decree 9 of 2004. The aim of this 
database consists in registering and monitoring the university students enrolled in a 
degree course. Administrative data (e.g., data about personal characteristics, high 
school, and students’ academic career) is monthly collected from all Italian public 
and private universities, through an online platform. The ANS database represents a 
relevant support instrument that is used by local (e.g., universities) and national 
(e.g., MIUR, ANVUR) decision makers to monitor and evaluate the Italian degree 
courses. In particular, data from ANS allows the analysis of the national and 
international mobility of students as well as the choices made by freshmen in terms 
of degree programs. 

The aim of this paper is the analysis of students’ migratory movements among 
universities in order to provide a measurement of the attractiveness of the 
universities’ teaching offer, with a special focus on the masters degree programs. 
After the bachelor degree, do didactic fields exist where the propensity to move 
towards a different university is particularly high? Moreover, is this propensity 
affected by universities’ characteristics (e.g., dimension, geographical area)? What 
are the most attractive universities for each didactic field? The study would answer 
to these questions applying Social Network Analysis to ANS data related with the 
enrollments to masters by students that completed the bachelor degree program.  
 
KEYWORDS: anagrafe nazionale studenti, higher education, social network analysis. 
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Urban Informatics is an area of application for computer science focused on cities 

and life in urban areas, with cross-disciplinary contributions from geography, urban 

planning and social sciences. Urbanization [1], sided by the digital revolution, 

represents a huge opportunity for this kind of applications aimed at an improvement 

citizens’ quality of life [2]. One of the potential applications of this kind of systems 

is represented by forms of “bottom-up” evaluations of the status quo, concerning 

different aspects of the urban texture and supporting decision-making activities. An 

example of these aspects is walkability [3] (i.e. how comfortable and safe the urban 

environment is for walking). The computation of indicators describing the 

characteristics of areas and their usage by pedestrians can be achieved through the 

exploitation of data from social media, without requiring ad-hoc infrastructures, 

surveys or observations. This paper will present the results of different analyses on 

data about the City of Milano (Italy) acquired from different social media and web 

sources. Acquired metadata were analysed by means of Artificial Intelligence  

clustering techniques based on the DBSCAN algorithm [4], in order to achieve 

homogeneous areas characterized by different aspects (i.e. actual activity of 

inhabitants/tourists, presence of services) rather than by a top down administrative 

procedure. Results supply useful indications about perceived walkability and they 

can support the activity of public institutions in the design and planning of the city. 
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Valuable information is stored in a healthcare record system and over 40%
of it is estimated to be unstructured in the form of free clinical text [1]. A
collection of pathology records is provided by the Veneto Cancer Registry:
these medical records refer to cases of melanoma and contain free text, in
particular the diagnosis written by a pathologist and the result of a microscopic
and macroscopic analysis of the cancerous tissue. The aim of this research is
to extract from the free text the size of the primary tumor, the involvement of
lymph nodes, the presence of metastasis, the cancer stage and the morphology
of the tumor. This goal is achieved with text mining techniques based on a
statistical approach. Since the procedure of information extraction from a free
text can be traced back to a statistical classification problem, we apply several
data mining models in order to extract the variables mentioned above from the
text. A gold-standard for these variables is available: the clinical records have
already been assessed case-by-case by an expert. Therefore, it is possible to
evaluate the quality of the information that the models are able to extract from
the clinical text comparing the result of our procedure with the gold standard.
KEYWORDS: text mining, clinical text mining, data mining, melanoma, pathology
records
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SPATIAL DISTRIBUTION OF MULTIDIMENSIONAL
EDUCATIONAL POVERTY USING SAE

Gaia Bertarelli 1, Caterina Giusti 1 and Monica Pratesi 1

Considering the 2030 Agenda for Sustainable Development, SDG 4 aims
to ensure inclusive and equitable quality education and promote lifelong learn-
ing opportunities for all”. Educational Poverty (EP) is defined as deprivation,
for children and adolescents, of the ability to learn, experiment, develop and
freely flourish skills, talents and aspirations (Save The Children, 2016). It
means being excluded from acquiring the skills needed to live in a world char-
acterized by knowledge-based economy, rapidity and innovation. EP is a latent
trait, namely, only indirectly measurable through a collection of observable
variables and indicators purposively selected as micro-aspects, contributing to
the latent macro-dimension. It is generally measured by the Italian National
Statistical Institute by two multidimensional indices, the Educational Poverty
Index (EPI) and the Adjusted Mazziotta-Pareto Index (Mazziotta et al. 2016).
A problem with these indices is that they are based on direct estimates, which
are reliable only at the four broad-areas level, while to intervene on the phe-
nomenon it is important to obtain information at a finer geographical level
(NUTS 3 or LAU2). This implies the need of Small Area Estimation (SAE)
methods. In this paper we use an adapted version of area-level SAE method
proposed by Bertarelli et al. (2018) that uses a Latent Markov Model (LMM)
as linking model. In LMMs the characteristic of interest and its evolution in
the time is represented by a latent process that follows a discrete Markov chain,
usually of first order. Therefore, areas are allowed to change their latent state
across time. This model can handle both univariate and multivariate character-
istics of interest and can provide a classification of the areas by the intensity
of their EP. That is, we can use the area-level data of the single dimension
(e.g. literacy skills and competences, PISA OCSE project) or the value of the
composite indices.
KEYWORDS: “multidimensional educational poverty, small area estimation, spatial
statistics, composite indicators.”
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As a result of the IT revolution, most of the business or administrative processes and most of 

the human interactions produce a huge quantity of digital data, better known as “big data” 

(Laney, 2001). The opportunities are well known: they can be used to answer to new 

questions, to build new socio-economic indicators, to provide an insight on people’s 

preferences, behaviours, political movements. In particular, the combination of data from 

multiple sources can provide a better overview of the economic phenomena (Baldacci et al., 

2016).  Big data is also one of the most discussed topics in Official Statistics and their 

integration with traditional data sources is a challenging opportunity for the construction of 

social and economic indicators. It is clear that big data will not replace survey based activity: 

they can provide complementary, faster and specific information about a topic or they can 

help to asses unmeasured or partially measured socioeconomic phenomena.  

However, there are also new challenges to deal with such as privacy, methodological and 

especially quality issues. Actually, there is not a precise definition of quality, nor indicators 

for quality. For this reason we focus on quality issues. Big data substantially differ from 

survey data, for example, they usually do not correspond to any sampling scheme and are 

often representative of particular segment of the population, the link between the statistical 

phenomena of interest and the data is indirect and the inconsistency of data across time and 

the volatility of the data sources weaken the continuity of the analysis over time. Moreover, 

in traditional data sources the quality at the origin is checked by the data collector, while, 

since big data are found data, the quality at the origin is out of the researchers control. Indeed, 

we should consider big data as an “an imperfect, yet timely, indicator of phenomena in 

society” (Braaksma and Zeelenberg, 2015).  

This paper wants to contribute in defining the quality for big data, building a quality 

framework for this type of data. Then, we focus on social media data, particularly on Twitter. 

Social media represents one of the most promising new data sources for social indicators. In 

the first part of our analysis, we present a review of the possible uses. Then, we discuss the 

challenges related to the use of this type of data and we assess the overall quality. Quality is 

a multifaceted concept and, over time, different definitions have been given. According to 

the Total Survey Quality Framework, the quality is composed by nine dimensions: accuracy, 

credibility, comparability, usability/interpretability, relevance, accessibility, 

timeliness/punctuality, completeness and coherence (Biemer, 2010). With regard to the 

accuracy, the concept of Total Survey Error has been developed and it has been adapted also 

to Twitter (Hsieh and Murphy, 2017). In our analysis, we try to define a Total Twitter Quality 

Framework, assessing the different dimensions and we enrich the definition of Total Twitter 

Error that we analysed in a previous research (Biffignandi, Bianchi and Salvatore, 2018). In 

particular we discuss the data accessibility issues,  whether the definition of quality for survey 

can be adapted to social media-based analysis and which new dimensions or indicators should 

be considered. To do this, we analyse different case studies based on the analysis of tweets 

and users. We then apply text mining, sentiment analysis and topic modelling techniques.  
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Starting from the assumptions that information has deep effects on individuals’ 
socio-economic behavior, and that social networks’ data provide huge amounts of 
information about individuals’ socio-economic choices, this work applies social 
networks’ data analysis, using Google Trends and Twitter’s data, on a new topic yet 
statistically unexplored: Bitcoin. We tried to understand whether Google searches 
and Tweets act as predictors or reactors of market price across Bitcoin exchange and 
Bitcoin trade volumes. Using global data coming from Google Trends’ queries and 
Twitter, we tried to give a clear definition of Google searches and Twitter’s role, 
making use of Pearson correlation coefficient and Granger-causality test. Our results 
provide evidence that searches in Google act as predictors of Bitcoin market price, 
while Twitter acts as reactor, responding to the change in market price after its 
occurrence. A key role in this mechanism is played by Bitcoin’s popularity. An 
attention allocation process, driven by Google searches, is originated by new 
investors, seeking for potential investment opportunities in Bitcoin. The process 
affects market determinants and is boosted by cumulative share of information 
through Google and Twitter. To check for our findings’ robustness, we built up 
words clouds to confirm the strong correlation among Google Trends, Twitter and 
Bitcoin market determinants. We collocate this work as part of the studies on socio-
economic behavior of individuals. 
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We exploit the detailed individual-level data on media consumption and party 
affiliation of both the British Election Study internet panel and the American 
National Election Study to estimate a comprehensive model of income inequality 
perceptions. By modeling media and party choices as both independent covariates 
and functions of individuals’ ideological self-location, we find that party choices and 
normative orientations are central to inequality perceptions. Further, while party 
affiliations in both countries are determined by individual ideology, the impact of 
parties on perceptions comes primarily from conservative parties. For media, in 
addition to scattered independent effects in the US, there is consistent cross-national 
evidence for ‘selective exposure’ effects in which individual political ideology 
correlates with media choice, which in turn impacts on inequality perceptions. Thus, 
the inclusion of parties and media unveils a potentially broader role of political 
ideology as a crucial determinant of inequality perceptions than previously 
identified. 
 
 
KEYWORDS: Perceptions of Income Inequality, Media Effects, Public Opinion, United States, 
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The paper aims to analyze riskiness of Italian firms in productive sectors (excluding 

financial and public sector) by means of a set of financial ratios calculated on the 

basis of annual financial reports collected by Chamber of Commerce for Italian 

limited firms. This large administrative source (integrated with business 

demographic information coming from ISTAT business register ASIA) enables to 

elaborate data concerning the limited enterprises in Italy for a period lasting from 

2008 to 2014 (the period after the Big Recession). The limited firms represent a 

large and significant part of the economy. Several areas are identified as relevant in 

building riskiness indicator: leverage ratios, efficiency measures, performance 

measures, and liquidity measures.  

The riskiness level is analyzed by means of latent variables models, therefore a 

“synthetic’’ indicator summarizing the data information and representing the 

riskiness of Italian firm in the period is built.  
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It is commonly accepted that violent crimes are unevenly distributed in time and 
space. Spatial clusters of criminal events also tend to reappear regularly or remain 
stable over time. This suggests that crimes spread through local environments via a 
contagion-like process (Johnson, 2008) due to a number of reasons. For instance, a 
spatial concentration of socio-economic disadvantages, a local low enforcement 
control or the presence of environmental facilitators can be potential causes of such 
clustering. This paper is primarily intended as a contribution in terms of empirical 
knowledge of the systematic behaviour of spatio-temporal crime patterns within a 
modern European city. We consider 1,678 violent crimes committed in the city of 
Milan between 2010-2012, and reported in national and local newpapers. Although 
crime news presents a partial and possibly biased image of the crimes actually 
committed, they are an important indicator for both spatial perception and spatial 
fear of crime. Hence, this piece of research manages to provide a map of the crime 
risk perceived by the city's inhabitants on the basis of the violent crimes reported in 
the newspapers. On the modelling ground, it is assumed that crime occurrences 
conform to a self exciting non homogeneous spatio-temporal point process 
(SENHPP). SENHPP have been proposed to model earthquake occurrences since 
earthquakes are well known to increase the risk of subsequent earthquakes, or 
aftershocks, near the location of the initial event. SENHPP have also been suggested 
to model burglaries (Mohler et al.2011) using US data. However, to the best of our 
knowledge, this paper is the first attempt to apply this approach to European media 
data. More specifically, we assume that the conditional intensity of the SENHPP can 
be modelled via the combination of three functions representing a spatial 
background component, a temporal background component and a spatio-temporal 
interaction component that takes into account the interaction of each crime with 
previous (triggering) events. The model is estimated by coupling a Monte Carlo 
declustering algorithm that accounts for the self exciting nature of crimes with 
variable bandwidth kernel estimation. We show how this approach can be usefully 
used to predict crime occurrences in a given time span to provide a picture of the 
perceived risk of crime and also how it can be adopted to support authorities in 
monitoring the urban territory. 
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In the last decade consumer research has focused on online communities as 

privileged digital sites for consumers and admirers of brands to develop social bonds 
and shared identities. Recently researchers have begun to debate the relevance of the 
concept of ‘community’ for understanding brand-related communication on social 
media such as Facebook, Twitter, and Instagram. In a recent article Arvidsson and 
Caliandro (2016) proposed the notion of brand public as a label to capture current 
modes of online participation, characterised by a lack of interaction and practices of 
co-creation of common social imaginaries around brands. While Arvidsson and 
Caliandro have elaborated a new analytical category endowed with an appreciable 
heuristic force, we feel that they have yet to propose a convincing methodology for 
framing the processes through which disconnected social media users are actually 
able to co-create common imaginaries around brands.  
 
To this purpose we set a research project aimed at investigating the existence of such 
social imaginaries as well as their semantic nature. The research project is based on 
a dataset of 1,100,000 Instagram photos marked with the hashtag of 6 prominent 
global brands (#Starbucks, #LouisVuitton, #Zara, #McDonalds, #Smirnoff, 
#GreyGoose), which we analysed by taking advantage of software of image 
recognition (Google Vision API). Combining automated and manual analysis we 
came up with the following results: a) a set of procedures and techniques for 
segmenting consumers belonging to a brand public; b) the presence of a (peculiar) 
repetitive visual pattern in the photos posted by consumers belonging to brand 
publics. This study amounts to be relevant to better understand the new forms of 
fluid identity and values (Bardhi and Eckhardt 2017) consumers develop around 
brands on social media. 
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In the social research the variables often consist of ordered categories.
When the row and column variables of a contingency table both are on or-
dinal scale, several techniques (Beh, 1997) have been proposed, most of which
are based on the partition of Pearson’s chi-squared statistic. Recently doubly
ordered cumulative correspondence analysis (D’ambra, Beh, Camminatiello,
2014) has been proposed by partitioning Hirotsu’s chi-squared statistic (Hi-
rotsu, 1994). The association in these tables can be also described by using
various types of odds ratios, among which, global odds ratios (Agresti, Coull,
2002).
In this contribution we propose a modification of the above doubly ordered
cumulative correspondence analysis based on the logarithms of the elements
of the doubly cumulative table obtained by collapsing row and column classi-
fications into dichotomies. By means of this generalization we can compute
and represent the global odds ratios in the two-dimensional plot.

KEYWORDS: ordered categories, global odds ratios, doubly cumulative table.
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Global Optimization, especially Bayesian Optimization, has become the tool of 
choice in hyperparameter tuning and automatic algorithm configuration in the 
Machine Learning community. This paper presents a Bayesian Optimization 
framework for the optimal design of a forecasting pipeline based on time series 
clustering and Artificial Neural Networks. The software environment R has been 
used with the mlrMBO package. Random Forest has been adopted as probabilistic 
surrogate model, due to the nature of decision variables (i.e. conditional and discrete 
hyperparameters) in the pipeline design. Both Expected improvement and Lower 
Confidence Bound were used as acquisition function and results are compared. 
The computational results, on a benchmark and a real-world dataset, show that even 
in a complex search space, with integer, categorical and conditional variables, the 
proposed Bayesian Optimization framework is an effective solution, with Lower 
Confidence Bound requiring a lower number of function evaluations than Expected 
Improvement to find the same optimal solution. 
 

KEYWORDS: Bayesian optimization, machine learning, hyperparameters optimization, 

automatic algorithm configuration. 
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Urban water distribution networks are becoming complex Cyber-Physical Systems 
generating huge amounts of data from smart metering and flow/pressure monitoring. 
Thus, strategies for the operations optimization must adapt to the new data rich 
environment where decision making must be near real time. In this paper, an 
Approximate Dynamic Programming (ADP) approach is proposed to deal with the 
Pump Scheduling Optimization (PSO) problem, aimed at identifying an optimal 
schedule for the pumps to minimize associated energy costs while satisfying 
operational constraints (e.g. water demand, pressures within a given range, and 
reservoir levels within some pre-specified min-max range). More precisely. Q-
Learning, one of the ADP algorithms, well known in the Reinforcement Learning 
community, is used. Traditional optimization strategies fail to capture the value 
hidden in real time data, and usually require knowing the water demand in advance 
or, at least, to have a reliable and accurate forecast. On the contrary, ADP learns a 
strategy to decide which pumps must be activated, at each time step, depending on 
the online observation of the system. Results on the Anytown benchmark proved 
that ADP is robust with respect to uncertainty on the water demand and able to deal 
with real time data, with no distributional assumptions or demand forecasts needed. 
 

KEYWORDS: approximate dynamic programming, reinforcement learning, pump scheduling 

optimization, water distribution networks. 

References 

MALA-JETMAROVA, H., SULTANOVA, N., & SAVIC D. 2017. Lost in 

Optimization of Water Distribution Systems? A literature review of system 

operations, Environmental Modelling and Software, 93, 209-254. 

POWELL, W.B. 2007. Approximate Dynamic Programming: Solving the Curses of 

Dimensionality. John Wiley and Sons. 

FRACASSO, P.T., BARNES, F.S., COSTA, A.H.R. 2013. Energy cost optimization 

in water distribution systems using Markov Decision Processes. International 

Green Computing Conference Proceedings, Arlington, 1-6. 

35



MODELLING HOUSING MARKET CYCLES IN GLOBAL 

CITIES 

Alessandra Canepa1 Emilio Zanetti Chini2 Huthaifa Alqaralleh3 

1 Department of Economic and Statistics Cognetti De Martiis, University of Turin, and Department 
of Economics and Finance, Brunel University London. (e-mail: 
Alessandra.Canepa@unito.it) 
2 Department of Economics and Management, University of Pavia. (e-mail: 
emilio.zanettichini@unipv.it)  
3 Department of Economics, Business and Finance, Mutah University. (e-mail: 
huthaifa89@mutah.edu.jo) 

 
 

In this paper we consider the dynamic features of house prices in metropolises 
that are characterized by high degree of internationalization. Using a generalized 
smooth transition model we show that the dynamic symmetry in house price cycles 
is strongly rejected for the housing markets taken into consideration. 
 

KEYWORDS: house price cycles, dynamic asymmetries, nonlinear models. 
 
JEL CLASSIFICATION: C10, C31, C33. 
 

36



DIVORCE IN ITALY: A TEXTUAL ANALYSIS OF
CASSATION JUDGMENTS

Rosanna Cataldo 1, Maria Gabriella Grassia 2, Marino Marina2, Rocco
Mazza2, Vincenzo Pastena3

1 University of Naples ”Federico II”, Department of Economics and Statistical Science,
(e-mail: rosanna.cataldo2@unina.it)
2 University of Naples ”Federico II”, Department of Social Sciences, (e-mail:
mgrassia@unina.it, mari@unina.it, rccmazza@gmail.com)
3 Studio legale Pastena, (e-mail: avv.vincenzo.pastena@gmail.com)

The paper aims to study the social developments in the phenomenon of di-
vorce in Italy within the judgments of cassation, a reference point for national
jurisprudence, and to integrate these results both with current demographic
trends and with an analysis conducted on web community that collect experi-
ences of interruption of marriages. The study will carried out using text mining
tools, for the analysis of judgments and topics collected in web communities,
with particular attention to tool for automatic collection of texts from web and
the data pre-treatment phase. Analysis and integration of data of different type
will allow a better understanding of the object of study. In fact, the institutional
and juridical dimension is first inserted into a demographic framework that al-
lows a contextualization and then the study of the web community will offer a
comparison with a relational plan, based on the testimonies of those who live
the divorce.
KEYWORDS: Divorce, text mining, demography, web communities.
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Social media have become an emerging phenomenon due to the huge and rapid 
advances in information technology. People are using social media on daily basis to 
communicate their opinions with each other about wide variety of subjects and 
general events. Social media communications include Facebook, Twitter, and many 
others.  

Through Social media, in this work, we examine people's feelings to a 
phenomenon, sustainability, that is the greatest challenge of our generation.  

Specifically, we collected comments on principal social networks used from 
people and the textual information has been analyzed through techniques of Text 
Mining and Network Analysis in order to detect some important structures of people 
communication, understanding their mood about this concept. 

 

KEYWORDS: Sustainability, Text Mining, Social Network Analysis 
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MAPPING TRENDING TOPICS IN SOCIAL RESEARCH
METHODS

Maria Carmela Catone1, Paolo Diana1, Giuseppe Giordano 1, and Pierluigi
Vitale1

The Social Research Methods is a scientific domain facing a transforma-
tion mainly due to: i) new challenges induced by the complexity of the con-
temporary society (Castellani, Hafferty, 2009), ii) the availability of different
kind of data and new data sources (e.g. data derived by social media, micro
blogging platforms, tagging practices) and, iii) data analytics tools that merge
Statistics and Information Science techniques. As a result, scholars need to
develop new approaches to deal with the design and all the consequent phases
of the research. Our aim is to analyze the current literature looking for the
trending topics and trying to delineate the leading edges of the Social Re-
search Methods. In this paper we explore the scientific literature related to this
domain, building a bibliography database collected in the period 2011-2017
and published in the first five Journals having the maximum Impact Factor in
the field. The database is characterized by different relevant bibliographic at-
tributes, such as: Authors, Years, Keywords and the Abstracts as textual data.
The main purposes is to explore such data collection and analyze the evolution
of traditional themes as well as the presence of new topics. Firstly, we in-
vestigate the keywords in order to build relational patterns linking documents
and scholars in the scope of network analysis (Wasserman, Faust, 1994). At
this end, the bipartite network of documents and keywords will be defined and
investigated. Afterwards, textual data arranged in a lessical table provided by
documents and Abstracts’ lemmas, will be analyzed by means of textual data
mining (Lebart et Al., 1998). The network and the textual data will be then
joint analyzed to focus on the visualization of thematic patterns and the exis-
tence of structural holes leading to innovation and potential new scenarios for
Social Research Methods.
KEYWORDS: bibliographic data, co-author network, social network analysis, textual
data mining
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Most of the prolific data science and statistical competitions occur in the
context of soccer matches. Performance variables are used as predictors or
combined with other relevant information to build new performance indicators
that may help to predict the result of a match (win, draw and loss of the home
team). In the field of soccer, soFIFA experts’ of EA Sports are considered the
leading authority for what concerns the evaluation of players’ performance:
they state the overall sport performance consists of some dimensions, each
of which in turns incorporates more specific skills to be developed and mas-
tered by players on the soccer field. However, the statistical properties of the
SoFIFA experts’ indicators have never been explored and assessed from the
statistical point of view. This work aims at pursuing this goal, through both a
non-supervised and a supervised modelling approach.
KEYWORDS: soccer indicator modelling, performance indicator assessment, super-
vised and non-supervised approach
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Suppose that on several subjects/individuals, each one belonging to a mutually 
exclusive group of interest, we may observe multiple times a multivariate repeated 
measure in which each univariate component can be either binary or numeric or 
ordered categorical. By modelling this kind of nested design as a longitudinal linear 
fixed effect model and by using the union-intersection approach with the emphasis 
placed on the ranking of location effects, the goal of the present paper is proposing a 
multivariate testing approach for doing inference on both between and within groups 
analysis. Our approach may be effective for handling with some real problems in 
research fields such as behavioural and social sciences as well as in sport analytics. 
Via a Monte-Carlo simulation study we investigated the properties of the proposed 
testing and ranking methodology and we proved its validity under different random 
distributions. Finally, by using play-by-play basketball data, we present an 
application to player-based data sport analytics. 
 

KEYWORDS: permutation tests, p-value combination, union-intersection principle. 
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Multimedia data, especially shared in online social media, are often based
on visual and/or textual contents frequently showing women as subjects. It
is highly probable, especially in advertisement, or meme that a woman is
portrayed in a highly sexualized manner (Zimmerman and Dahlberg 2008).
Both the image and the accompanying text can encode several forms of sex-
ism. Among them, we can highlight the most prevalent ones (Poland 2016):
i) Stereotype: women are typically portrayed as a good wives mainly con-
cerned with tasks of housekeeping; ii) Objectification: women are presented
as sex objects; iii) Dominance: women are depicted as physically or mentally
dominated by men. To address the problem of automatic detection of sexist
multimedia contents, we have first created different labeled databases of texts
and related images. In particular we have created a manually labeled database
of sexist and non sexist advertisements, composed of two main datasets: a
first one containing 423 advertisements with images that have been consid-
ered sexist (or non sexist) with respect to their visual content, and a second
dataset comprising 192 advertisements labeled as sexist and non sexist accord-
ing to visual and/or textual cues. We have also created a database of about
800 memes that have been evaluated using a crowdsourcing web platform and
labeled according to visual and/or textual cues. Moreover, taking into account
the promising classification results of multimodal approaches, we investigate
several approaches where both visual and texture features are analyzed to de-
tect multimedia sexist contents.
KEYWORDS: sexism, image classification, multimodal classification, text analysis
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Bayesian Networks, whose knowledge and usage is mainly spread in 

the medical field, allow reducing complexity (Brogini and Slanzi, 

2010) even when data collection comes from surveys. In these 

contexts, where many variables representing different dimensions are 

at stake, creating paths that highlight their connections may be useful 

for showing similarities among subsets. Many packages allow to 

create Bayesian Networks, but the one that is considered the best in 

terms of efficiency seems to be bnlearn (Scutari, 2010). Bnlearn is a R 

package that, through learning algorithms and conditional 

independence tests, provides network scores that enable to build the 

best network solutions. In this work, based on the European Social 

Survey (ESS) data, we aim at comparing different countries in relation 

to their welfare models looking at how their variables move, 

especially in terms of trust and participation. Furthermore, we will 

attempt to find out paths similarities between countries in terms of 

cohesive mechanisms (Green et al., 2009).  
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The mobile phone data have recently shown great potentialities in official 

statistical production, even if they are generated for very different purposes. The 
statistical uses of these data need to take into account the generation model of the 
data. Actually different kinds of data are generated by the extremely complex 
interaction between each mobile device and the network, some of them being only 
temporarily stored. These data enter into a cascade of larger systems for several 
internal purposes, e.g. to bill. Obviously, different data show different potentialities, 
however, a common point is the need to pre-process the data in order to generate so-
called statistical microdata, suitable for further statistics procedures.  

The main advantages of using mobile phone data are related to their granularity, 
the mobile operator network is widespread on the land, and the timeliness compared 
to other traditional sources, potentially the data are available in real-time. However, 
it is necessary to find a compromise between the processing cost, the quality 
requirements of the statistical output, and the privacy constraints. A crucial role is 
played by the international phone standards that can be the basis for definitions and 
statistical metadata of mobile data. This would allow consistent statistics, 
comparable over the time and between regions and countries. The definition of 
efficient metadata allows combining and making integrated use of data from 
different sources. 

This paper deals with the usages of mobile phone data in official statistics, with 
applications to population estimates and human mobility statistics. We highlight the 
advantages of the use of mobile phone data as well as some quality aspects that need 
further investigation to be aligned with standard official statistics production. 
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We introduce the description and development phase of a real Smart Tourism 
System born in the context of a national project for building a decisional support 
system that helps the tourists in the planning phase of their trip. The SmartCal (Smart 
Tourism in Calabria) project aims at delivering a strategy for tourism development in 
a region, based on the preferences and the needs of modern tourists. The system is 
developed considering different aspects: evolvement of the decision makers and the 
stakeholders of the tourism sector, analysis of Point of Interest (POI) with their 
relationship with the transport systems and infrastructures, designing of a proactive 
tourist tour planner and static and dynamic profiling of the users. The output of the 
project will be a platform and a smartphone application that offers many 
functionalities to the user. The project core is the development of the proactive tourist 
tour planner, that builds an itinerary for visiting a set of points of interest, considering 
the user preferences learned from the social networks analysis.  

The tourist tour planning engine is based on ad hoc method for a specific version 
of the Orienteering Problem (OP). This is a routing problem which has lots of 
applications in logistics, tourism and defence. Given a set of nodes, POIs, the decision 
support model aims at designing a tour visiting a subset of POIs. The objective of the 
problem is to maximize the total score while the total travel time and the total cost of 
the route do not exceed some predefined thresholds. In this work, we present a genetic 
algorithm framework combined with some local search operators to deal with the 
analysed problem. 

 
KEYWORDS: smart tourism, orienteering problem, genetic algorithm. 
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Scientific collaboration is an important driver of research progress that supports 
researchers in the generation of novel ideas. It has been also recognized as a key 
factor in measuring and evaluating scientific performance of scholars.  

Among the widespread applications of Social Network Analysis (SNA) in the 
last decades, the study of co-authorship networks, used as a proxy of scholars’ 
collaborative behavior, is one of the topic that most benefited from SNA 
perspective. Seminal studies explored co-authorship networks in various fields using 
data gathered from large online international Digital Libraries (DLs) - general (e.g., 
ISI-WOS, Scopus) or thematic oriented (e.g., Econlit for Economics or Medline for 
Medical Sciences) - rather than collected by interviews or questionnaires 
administered directly to the authors of the papers.  

Another stream of research focuses on interactions among members of a given 
target population (e.g., scholars involved in a scientific community or affiliated to a 
given institution) in order to retrieve the pattern of collaborative behaviors and its 
effect on the scholars’ scientific performance. In this case, recent literature pointed 
out that international DLs provide a partial coverage of the entire scholar scientific 
production as well as under coverage of a target population. The integration of 
international data sources with more specialized and local bibliographic archives can 
help in the construction of a complete database. Hence in merging different and 
heterogeneous archives, several issues must be resolved: i) the definition of network 
boundaries (affecting the type of nodes to be included in the network); ii) the 
identification of duplicated publication records (affecting network ties); iii) the 
treatment of scholar synonyms and homonymies (affecting the number of network 
nodes); and iv) the author name disambiguation of co-authors external to the target 
population. In this study, we face these issues reconstructing the co-authorship 
network of a particular scientific community, that is the Italian academic 
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statisticians. We collect their bibliographic records from an online platform, the 
Institutional Research Information System (IRIS), available in most of the Italian 
universities and including international as well as national publications. The 
platform presents both pros and cons common to other national-based DLs. Even if 
it guarantees a high coverage rate of our target population and its scientific 
production, to retrieve co-authorship ties among scholars it is necessary to combine 
the data contained in different platform deployments available at each university. In 
addition, data quality is affected by the manual publication data entry made by 
authors. Moreover, no details are provided on co-authors external to the target 
population, which implies a huge effort in author name disambiguation.  

To deal with these aspects, we first propose a web scraping procedure based on a 
semi-automatic tool retrieving publication metadata from the online platform in 
order to reduce the manual adjustments. Second, we introduce a network-based 
approach to deal with author name disambiguation that requires a minimal set of 
record attributes (identifier, co-authors, venue). Finally, a discussion on the 
extension of the proposed procedure in related theoretical contexts will be provided. 

 

KEYWORDS: Bibliographic archives, Co-authorship networks, Web scraping tool, 

Disambiguation algorithm 
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The exponential growth of social media has brought with it an increasing
propagation of hate speech and hate based propaganda. Hate speech is com-
monly defined as any communication that disparages a person or a group on the
basis of some characteristic such as race, colour, ethnicity, gender, sexual ori-
entation, nationality, religion (Nockleby et al., 2000). Online hate diffusion has
now developed into a serious problem: this has led to a number of international
initiatives being proposed, aimed at qualifying the problem and developing ef-
fective counter-measures. The pursuit of these objectives requires, firstly, the
exploitation of statistical techniques for online hate content detection. Classi-
cal methods cast the problem in the framework of supervised classification, ex-
ploiting algorithms like Naive Bayes, Support Vector Machine, Classification
Trees and Neural Networks. However, those techniques are not easily scalable
since the task of annotating a very large document collection, as the one that
can be easily obtained from Twitter, is strenuous. Therefore, automatic detec-
tion techniques have been recently proposed. Those methodologies integrate
the Sentiment Analysis (Lin et al., 2012) into an unsupervised classification
algorithm, such as the Latent Dirichlet Allocation (LDA; Blei et al., 2003).
In our research, we compare the performance of supervised and unsupervised
document classification algorithms considering a collection of Facebook com-
ments related to the decision of the President of the Italian Republic to veto
the creation of a government after the 2018 Italian general election.
KEYWORDS: Hate Speech, Machine learning, LDA, Sentiment Analyses.
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The Balance of Inequality (BOI) is a new approach to the measurement of inequality 
in which each individual is given a mass equal to his/her income, the population is 
aligned at regular intervals in order by income, and the center of mass of the income 
distribution is used to measure its inequality. The BOI index features an intuitive 
physical interpretation and a simple graphical representation that shows the income 
distribution and the inequality measure together. When applied to the entire 
population or a subgroup, the BOI index coincides with the Gini’s R concentration 
ratio. The inequality decomposition by population subgroups is obtained for both the 
R concentration ratio (Gini, 1914, 2005) and the Gini index defined from the Lorenz 
curve with a new approach that considers the distribution of the individual members 
of each subgroup in the population by introducing the center of mass of the 
subgroups in the population for cases of perfect equality and perfect inequality, the 
asymmetry effect and the irregularity effect. 
 
KEYWORDS: Balance of Inequality (BOI) index, Gini index, Inequality decomposition by 
population subgroups, Inequality measurement, R concentration ratio. 
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From a statistical perspective, text documents can be seen as complex high
dimensional objects. As such, they can be represented as vectors in a very
high dimensional space, whose dimensions are given by all the terms of in-
terest in the document collection. Dimensionality reduction techniques can
help addressing different issues in the text mining context. First of all, reduc-
ing data to two or three dimensions facilitates visualisation and working in a
lower dimensional space reduces the computational burden of subsequent data
analysis. In addition, both document classification and feature extraction can
benefit from a lower dimensional representation, since reducing the dimen-
sionality overcomes the curse of dimensionality and, thereby, attenuates the
risk of overfitting. In the bag-of-words approach, if the interest lies in relative,
and not absolute, differences, the text collection can be represented through
a document-term matrix containing the proportions of each term occurrences
relative to the document vocabulary. Proportional data are a typical example of
compositional data (Aitchison 1982) for which the appropriate sample space
is the unit simplex. In this research, we analyse and compare different dimen-
sionality reduction techniques which retain the simplex structure (Kyng et al.
2010; Masoudimansour et al. 2016; Wang et al. 2008).
KEYWORDS: text mining, dimensionality reduction, compositional data, simplex.
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Content analysis has a long tradition in marketing and advertising research, and has 
been traditionally carried out using ads, initially printed and then on television. 
Likewise, analysis of literature corpora has a long tradition in linguistic studies. The 
huge diffusion of social media has widened its range of application. However, 
besides prototype applications carried out by official statisticians (Istat 2017), the 
methodology to be used for content and literature analysis of social media data 
remains largely to be built. In this paper, we aim to contribute to this challenge by 
introducing and explaining a method to construct a “dictionary (a typical application 
of text mining techniques) that identifies the meaning attributed to words, based on 
their use in social media. We then apply this method to study the diffusion of right 
wing populism on Italian social media, analysing the diffusion of populist “words”. 
To face this empirical task, we refer to the classical definition of populism by Laclau 
and Mouffe (1985) and by Dornbusch to the more recent researchs (e.g. Chesterley 
and Roberti (2017)). The results show that the diffusion of populist speech on Italian 
social media is very similar to the diffusion curve of innovations based on the 
Volterra-Lotke model. Theoretically, this highlights the relevance of Jarry’s 
argument in Ubu Roi for our understanding of contemporary populist political 
forces, which underlines the danger of tyranny nested in each protest movement that 
is not founded on sound theoretical bases 
KEYWORDS: populism, Twitter, dictionary, Italy, Volterra-Lotke.  
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Nowadays, it is possible to digitally capture almost all data and store them in high 

storage capacity devices. The term big data refers to the massive amounts of data 

from a wide variety of sources, often available in real time.  Undoubtedly, big data 

provide organizations the chance to gain a competitive advantage if data can be 

analysed effectively to make better business decisions. Lots of Italian researchers are 

dealing with big data in their studies across a wide range of disciplines, but few 

Universities seem to have explored the impact that big data management could have 

on their own organization. The benefits of big data and analytics on higher education 

institutions are manifold; the paper focuses on the two relevant dimensions of 

student careers and performance management. The Italian public universities receive 

state funds partially on the basis of a competitive allocation model in which the 

number of the high-quality students enrolled and the adoption of a periodic self-

evaluation system play a fundamental role. Therefore, universities should use big 

data to predict academic and behavioural issues of their students, to prevent students 

from dropping out and, in general, to monitor the predictive variables that lead them 

to graduation. By means of predictive modelling of data mining, universities could 

be able to estimate the students preparation, engagement and academic performance 

at each time of their career. Since 2013 all the Italian Universities have adopted the 

guidelines about the Self-Assessment, Periodic Evaluation, Accreditation of the 

degree programmes (AVA) developed by the National Evaluation Agency that is 

also entrusted with the evaluation of the quality of research activities and of the 

university collaborations with stakeholders. A second field of application in which 

big data and analytics can be very useful is the performance management (PM), 

whose implementation, with the adoption of the performance cycle, highlighted the 

importance to have an analytics structure available in order to support the 

governance processes of the organization as a whole. In Italian universities, PM is 

considered to be the tool to improve efficiency, effectiveness, quality of policies, 

programs and services. In order to achieve these objectives, the University of Bari 

has long been developing an “in house” business intelligence system that organizes 

data flows, inner processes and causal relations. This paper aims at proposing the 

measurement model adopted by University of Bari as an Italian public university 

case study to demonstrate its feasibility and the organizational implications when 

measures are supplied to academic bodies, public sector managers and stakeholders. 
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There are two distinct approaches on modelling the outcomes of matches in football. 
The first one involves modelling the numbers of goals scored and conceded between 
two competing teams in each match directly through a discrete distribution family, 
e.g. the Poisson distribution. 
There are two distinct approaches on modelling the outcomes of matches in football. 
The first one involves modelling the numbers of goals scored and conceded between 
two competing teams in each match directly through a discrete distribution family, 
e.g. the Poisson distribution (Dixon and Coles 1997, Karlis and Ntzoufras 2003, 
Egidi et al. 2018). A second approach involves modelling win-draw-lose results 
directly (through multinomial or binomial regression models or their variants, see 
e.g. Carpita et al. 2015). Clearly, if the focus is the win-draw-lose prediction, the 
second category is ‘nested’ within the first one, and gives the finest partition among 
the three possible results; however, only the first class of models is actually able to 
estimate the team scoring intensity, and to estimate in a different way team abilities 
arising from wins of 1-0 rather than wins of 6-1. Including some team-level 
predictors and fitting the models relying on a historical set of past results are then 
common features of both the two modelling classes.So far, the choice among these 
two distinct categories was just a matter of flavor and/or computational burden: we 
aim at comparing goal-based and result-based models in terms of some probabilistic 
measures-e.g. Brier score (Brier 1950) and related indexes-and, in general, 
predictive accuracy. We implement the above comparison both on seasonal national 
Leagues-e.g. the English Premier League-and the Russia World Cup 2018.Even if 
the modelling working assumption is strictly Bayesian, we strongly believe our 
comparison may be broadly applied to the same models considered under a 
frequentist flavor.  
 
KEYWORDS: Poisson regression, Multinomial logit, Predictive accuracy 
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ROI-MOB is the name of an EU project, funded under the Erasmus+ programme, 
aimed to represent with a single indicator the final outcomes of an international 
mobility experience. The indicator should include the quality of the experience met 
by both the young participant, the sending and the hosting units and all other bodies 
that collaborate to it. The indicator structure is then hierarchical with all possible 
viewpoints as dimensions to be merged together by means of a set of “importance” 
weights. 
The quality of mobility experiences was measured by the final evaluations of the 
four stakeholders of each experience, i.e. (i) the participant, (ii) the school or 
company sending the participant, (iii) the school or company hosting the participant, 
and (iv) the European Union as general manager of this activity. The weights to 
attach to the performance measures were estimated through two technical 
alternatives: (a) the normalised elements of the first eigenvector of the (4x4) non-
symmetric matrix of main beneficiaries of international mobility, whose column 
vectors were defined by the 4 stakeholders answering a specific post-hoc 
questionnaire, and (b) the normalised elements of the first eigenvector of the skew-
symmetric dominance matrix obtained by mediating the stakeholders’ dominance 
matrices constructed with the rankings of international mobility beneficiaries.  The 
results of the comparison between the competing criteria show that both criteria give 
similar results and, because they imply different computational efforts, allow to take 
decisions about the computational criterion to adopt in specific circumstances. 
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In the era of Big Data, the information available on the Web may be particularly useful 
for those users who plan to visit an unknown destination, but the evaluation of a long 
list of possible points of interest (POI) can be very complex and time-consuming. In 
this paper, we present a Tourism Recommender System (TRS) that using Machine 
Learning techniques is able to automatically suggest a ranking list of the 𝑁 most 
interesting and relevant POIs to the tourist1. The objectives of our TRS are twofold. 
On the one hand, it provides suggestions to users taking into account their preferences, 
tastes, and personal interest. On the other hand, the system integrates also information 
extracted from social media to suggest attractions not explicitly targeted on the user, 
but that are significant in the geographical context. To achieve these goals, the system 
profiles the users using both explicit and implicit preferences. The explicit ones are 
provided by the tourists that indicates their main interests, and the implicit preferences 
are inferred by the system through a Latent Factor Analysis (LFA). Applying a 
Learning to Rank (LtR) approach and using both explicit and implicit preferences, 
the TRS infers which are the most interesting POIs for each user. These results are 
mediated with a sentiment score obtained by performing a sentiment analysis on 
social media data. The score measures the popularity and the appreciation of the 
attractions located in the geographic area of interest. Choosing the right balance 
between the two factors allows either to prefer POIs that fit user inclinations or try to 
suggest significant attractions that are not strictly included in the user preferences but 
could be of interest for the tourist due to their high popularity in the community. 
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In the last years, a series of racist, sexist, homophobic and transphobic discourses             
and feelings has been overflowing in all social media. In particular, while a wave of               
transnational feminism is continuously growing and offering new models of social           
relations, social media are increasingly becoming the theatres of real attacks against            
feminist and queer influencers, self-organized groups and information websites.         
Movements such as Alt right, MRM at a global level, as well as their local Italian                
nodes, have been greatly investing in social communication strategies, including the           
use of bots, sentiment analysis, fake accounts, and data analytics. As a result, they              
have managed to give the impression of being hegemonic in the social            
communication environment, to the point of launching a series of swarm attacks. In             
some cases, these attacks have resulted in the closing of accounts and groups, such as               
the Non Una Di Meno Milano page in 2017.  
Data mining and data analytics can certainly act as useful tools for the study of these                
social phenomena, providing us with a huge amount of information and helping us to              
find significant patterns, or types of coherent content with particular semantic           
characteristics, among the collected data. And yet, we also think that, starting from             
the observation of social data, it is of crucial importance to construct models that can               
help us to formulate questions and to rethink hegemony online in terms of a              
counter-narration: are these attacks casual or organised? Is there a way to reconstruct             
the network behind the observed phenomena? Is it possible to elaborate an inference             
between social resources and the social matrix of such attacks? In general terms,             
what are the effects of these ‘flames’ in terms of safety, as it is perceived by feminist                 
and queer activists? And in what way can these attacks affect the construction of              
hegemony on the web? This case study might be useful to overcome the usual              
dicothomy between qualitative/quantitative approach in the social sciences.        
Accordingly, the analysis of larger patterns of violent social and linguistic behaviour            
can function in unison with the study of individual details and single case             
interpretations (a method defined as ‘close reading’ in the field of Cultural Studies),             
in order to take the analysis beyond the limits of pure empirical exploration. This              
method can allow us to undertake a careful study and to devote attention to              
individual, specific attack cases, in order to arrive to wider, more general reflections             
about the larger system (or network) behind them.  
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Events are often used to contribute to the economic development of desti-
nations and to extend tourism seasons. The monitoring of events is particularly
useful to evaluate their socio-cultural, economic and environmental impacts.
Furthermore, it is helpful for event managers to acquire information on where,
when and how activities take place, and the degree of satisfaction about these
experiences. Subsequently, the development and implementation of new data
collection tools and methods is particularly relevant for the event management
(Pettersson & Zillinger, 2011). This paper presents a survey scheme in which
traditional survey instruments are used in conjunction with new technologies,
such as GPS devices and infra-red beam counter. Moreover, a specific sam-
pling procedure which takes into account for the entry and exit flows of partic-
ipants at special events is proposed, along with the specification of estimation
procedures. The proposed solutions have been implemented on the occasion
of the European Researchers’ Night ‘Sharper 2018’ held in Palermo (Italy), a
Europe-wide public event dedicated to popular science and fun learning, or-
ganized in over 300 cities in Europe and neighboring countries. The single
exit/entry point and the relatively brief visiting time, which characterize this
and similar events, make the use of GPS technologies particularly suitable for
monitoring and evaluation of the event, under the economic, social and envi-
ronmental perspective.
KEYWORDS: GPS tracking data, tourist mobility, event management, survey meth-
ods, European Researchers’ Night

References

Pettersson, R., & Zillinger, M. 2011. Time and Space in Event Behaviour:
Tracking Visitors by GPS. Tourism Geographies, 13(1), 1–20.

61



AUTOMATIC MISOGYNY IDENTIFICATION IN 
ONLINE SOCIAL MEDIA 

Elisabetta Fersini1 and Paolo Rosso2 

1 Department of Informatics, Systems and Communication, University of Milano-Bicocca,  
 (e-mail: fersini@disco.unimib.it) 
2 PRHLT Research Center, Universitat Politècnica de València, (e-mail: 
dprosso@dsic.upv.es) 

 
 
Hate speech may take different forms in online social media. Most of the 
investigations in the literature are focused on detecting abusive and/or offensive 
language in discussions about ethnicity, religion, gender identity and sexual 
orientation. In this work, we address the problem of automatic detection and 
categorization of misogynous language in online social media by leveraging on 
Machine Learning  (ML) and Natural Language Processing (NLP) techniques. Since 
misogyny may take different, we designed a taxonomy to distinguish between 
misogynous messages and, among the misogynous ones, we characterized the 
different types of phenomenon and victims. Given the taxonomy, several corpora 
have been created, by collecting and labeling messages from Twitter in Italian, 
Spanish and English. Given the corpora, an exploratory investigation on different 
NLP features (n-grams, pragmatic, syntactic and embedding features) and ML 
models  (Random Forest,  Naïve Bayes,  Multilayer Perceptron Neural Network and 
Support Vector Machine) has been performed.  By analyzing the results, we can 
highlight that some linguistic features contribute more on the recognition and 
classification of misogynistic messages, and that linear models such as Support 
Vector Machines are a suitable solution for addressing this problem. Finally, we can 
conclude that the problem of misogyny identification has been satisfactorily 
addressed, while the misogynistic behavior and victim classification still remains a 
challenging problem. 
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Digital press has became an important media of communication. As individual news 
can be easily downloaded, they also can be mined in quest of extract valuable 
information about the social mood in an specific period of time. Besides, topic 
modeling techniques look for detect and characterize the topics inside a collection of 
documents (Boyd-Graber et al., 2017). One of the most applied  technique is the so 
called Latent Dirichlet Allocation (LDA). In short, LDA assumes that, in a  
collection of documents they are a set of topics, each of them in an specific quantity 
in each of the documents. LDA characterize every topic with a set of words, giving 
us the proportion of every topic in every document.  LDA have a number of 
implementations, most of them as free software; one of the best known tools is 
Mallet (http://mallet.cs.umass.edu). 
The aim of Named Entity Recognition (NER) is to detect entities ocurring inside a 
text; entities are things as geographical names, acronyms, enterprises, organizations, 
personal names, etc. (Nadeau and Sekine, 2007). In this paper we are interested in 
personal names. NER systems apply machine learning (supervised classification) 
and deep learning (neural networks) techniques, learning model of contexts of 
proper nouns. As free software to perform NER we found Polyglot (http://polyglot-
nlp.com/) and Spacy (https://spacy.io). Social Network Analysis are well known by 
sociologists (Scott, 2017). We can use networks to model relationships between 
persons co-appearing in news. SNA techniques have tools to discover the most 
influential people, to detect communities of persons or to analyze the evolution of 
such networks over time. Moreover, we can link persons to the topics of the news. 
We have downloaded all the news published by a major spanish newspaper from 
several years and then we have played around with these tools. The aim of this work 
is to show some results and discuss the posibilities and potential of such techniques. 
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Mobile phone providers collect data about the location of their subscribers cellular 
phones. A mobile phone placing or receiving calls reports its presence to the closest 
cell towers and communicates its position in the geographical cell covered by one of 
the towers. Hence, information on the spatial localization of users is contained in the 
call records of mobile phone carriers. The use of privacy-safe, anonymized datasets 
represent a huge scientific opportunity to uncover the structure and dynamics of 
social networks. Quantifying and understanding such patterns may help to obtain 
deeper insight into applications of great practical importance. For instance, knowing 
the number of visitors moving from one destination to another is an information that 
reveals valuable insight for regional tourism planning. In this aim, we consider 
aggregate data generated by mobile phone users in Sardinia (Italy) to analyze the 
relationship between networks of tourism destinations and tourism flows. Network 
analysis is used to draw the patterns of relations among actors and to analyze their 
structure in the aim of obtaining useful outcomes in the study of tourism 
destinations. In the first part of our work we study the global network, that is the 
whole set of destinations and the ways they are linked, while in the second part we 
investigate more deeply the focal nodes (for instance ports and airports) and the ego 
networks associated to them.  
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The generation and storage of data have dramatically increased world wide in the 
last two decades. Computing and networking capabilities combined with openness 
enhance the potential impact of the accumulated data, offering society an 
opportunity to drive massive social, political and economic change (Kundra, 2012). 
Open data is a recent approach. In summary, open data can be freely used, shared 
and built-on by anyone, anywhere, for any purpose. Though health open data are not 
regularly available, it is estimated that the value of a more effective use of data 
resources in the US health care sector alone could be worth USD 300 billion 
annually (Jetzek, 2015). To date, open government data count more than 10,000 
dataset in Italy but only a few concerns healthcare. Other institutional Italian 
websites (such as Regional open government, AIFA, AGENAS, …) are other 
important health open data sources, but in general the available healthcare open data 
are still scarce, with high grade of heterogeneity, not easy to use and link in order to 
create new useful evidences (Gomes and Soares, 2014).  However, a few Italian 
health care open data projects are on-going with promising results.   
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This study aims at measuring the relative importance of grassroots in newsmaking 
and information diffusion on the Twitter social network. It consists of three major 
methodological steps: (i) classifying Twitter users into grassroots and influencers, 
(ii) applying topic modelling to detect stories/news in the collection of tweets, (iii) 
using econometric modelling to analyse and compare the diffusion of stories/news 
posted by grassroots and influencers. We collected circa 3.5 million tweets and the 
data on their authors’ accounts for the month of May 2018. We developed own 
Twitter users’ classification method using gradient boosting classifier which 
provides the highest classification accuracy on the test data. Gradient boosting 
method represents an ensemble of decision trees. Each tree sequentially joins the 
ensemble correcting the antecedent by fitting its residual errors. Hyperparameters’ 
optimization helped us tune the gradient boosting model. Other machine learning 
methods deliver worse accuracy on the out-of-sample data: logistic regression, 
support vector machines, decision tree, random forest. We use the labelled data on 
2000 Twitter accounts to train our model with Scikit-learn Python library (see 
Pedregrosa et al, 2011). We extracted and engineered a number of features which 
have been used by the classifier to learn how to detect grassroots and influencers. 
The developed approach is employed to classify the accounts in our May tweets’ 
database. We use LDA topic modelling then. As a next step, we apply a similar 
regression model as in Banerjee et al (2013) to test the relative importance of the 
detected grassroots users in the transmission of stories/news on social media to 
analyse the information diffusion process. 
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The following work shows a blockchain-based system for the implementation of 
control and management of production and supply chain processes. In particular, 
practical case studies are presented in the context of Industry 4.0 in the field of land 
safety, car rental, in the production of automotive components and for the dairy 
production chain conducted in brilliant SMEs in southern Italy. The work also 
presents the related patents and deliverables implemented at the IT level and also the 
related approaches for constant monitoring of performances. 
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The present intervention will contribute to the panel offering a dedicated perspective 
on data practices (Bates et al 2016) and data journeys (Leonelli 2014) about 
environmental issues. To talk about sociotechnical construction of data, whatever 
the scale may be, requires reconsidering how data are constructed. It is crucial to 
delve into practices that promote data production, use and circulation as materially 
mediated processes. 
Indeed, as Gitelman and Jackson affirm “data produce and are produced by the 
operations of knowledge production more broadly” (2013 p. 3): this reminds us both 
of the situatedness of these processes and of their contribution to knowledge 
production. Indeed, we cannot consider data as pre-existing a specific interest or a 
set of purposes. Therefore, activities of data collection presume aims, objectives to 
be achieved. On the other hand, datification is transforming and reshaping several 
social domains. However, such a reshuffling is not only passively accepted, rather it 
can be actively performed and bended towards interests other than pure business 
application. Side to statactivism and data activism, as specific forms of participation 
as well as contestation by non-institutional actors using data analysis, recently, some 
environmental issues (e.g. air pollution, oil spills) have been characterised by 
experiences of participated data collection. To follow practices and journeys of data 
means to reconstruct trajectories of data, including production, dissemination 
reconstructing their meaning for actors involved in such processes. These examples 
about environmental issues give the opportunity to understand sociotechnical 
processes of data creation offering insights about their political value. 
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Abstract. Data analysis processes can give a significant contribution to tackle 

with the health and socioeconomic threat concerning disease management: 
exploiting the insights coming from analytical results, health authorities can plan 
informed actions. 

This study summarizes relevant results obtained by data analysis on a dataset 
with about 650 general practitioners (GPs) and around 1’000’000 patients, during 
the period 2011 to 2018. With a specific data cleaning process, the sample was 
reduced to just over 500’000 patients, balanced in terms of gender, age, and 
therapeutic indication, and related to 140 different types of anti-bacterial agents. 

The present study has two objectives: the first part will target the specific 
antimicrobial resistance problem analysing their anti-bacterial agents prescription 
dynamics. The insights from this study might allow supporting the transition to an 
antibiotic resistance surveillance system compliant with the European regulation 
now being adopted also at the regional level. 

The second part of the work focuses on the analysis of the entire database with 
the aim of the extraction, analysis and evaluation of the Patient Journey, the path 
performed by each patient during the course of a disease and its treatments. The 
scenario in which this journey is travelled on is the one of modern healthcare, 
consisting on complex services that employ several professional figures grouped by 
professional affiliation, different care settings, and a relationships network based on 
the dominant organizational system. Over the years, each of these organizational 
divisions has acquired ever greater autonomy, supporting a specialized care 
management that does not care of the overall vision. The aim of the proposed 
analysis is to gain a vision of the disease management, to extract and analyse the 
data available and to understand which the critical areas are, in order to improve the 
quality and efficiency of the treatments. 
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In this paper we consider problems in which latent human preferences must be 
modelled such as in a web design context through A/B testing or recommender 
systems. These preferences can be queried through pair-wise comparisons only, the 
so-called duels, so that traditional optimization tools cannot be used, and meta-
heuristics are typically adopted. Preference learning has been studied in the context 
of Gaussian Processes (GPs) which offer a principled way to learn the preference 
function. We combine an approach based on multi-armed bandits and the capability 
of the GP to capture, through suitable kernels, correlations across points in the 
design space. Building on the notion of Copeland score it can be shown that the 
Condorcet winner is the global optimum of a function whose domain, the design 
space, can be effectively explored using the tools of Bayesian optimization. 
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Many probabilistic and algorithmic models are used to predict the result
of a soccer match, that is loss, draw or win of the home team. In order to be
useful, this prediction must be produced before the match starts with infor-
mation available at this time, such as players performance statistics or expert
judgements. In general the draw is the most difficult result to forecast (Carpita
et al. 2018, Strumbelj and Sikonja 2010). This difficulty can be due to the fact
that its probability is lower than the probabilities of loss and win, so that the
classification models, that use the majority rule as predictive criterion, under-
estimate the matches resulting in draw. In this study, other predictive criteria
are proposed and compared with the modal one, taking into account also the
ordinal nature of the result of a match (loss ≺ draw ≺ win). When the variable
is coded as a quantitative one, a rounding criterion must be chosen. In order to
evaluate the predictive performance of the proposed criteria, a 3×3 confusion
matrix is produces and a set of predictive performance indices built from it,
is proposed. The data set derives from the Kaggle European Soccer Database
and the variables considered, in addition to the match result, are overall per-
formance indicators for each of the four role in a soccer team, whereas the
model used to predict the probability distribution of the match result is the
Bayesian Network. Preliminary results highlighted the sensibility of the pre-
diction performances to the choice of the classifier: there are classifiers that are
unbalanced towards one of the three results of a match, other more balanced.
KEYWORDS: Polytomous classifier, bayesian networks, performance indices
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Digital Maturity is a complex phenomenon, involving vertical as well as 
horizontal processes throughout firms. Therefore, the use of multidimensional tools 
represents the most appropriate approach in measuring companies’ digital 
transformation status (Chanias and Hess, 2016). In recent years, Digital Maturity 
Models (DMMs)were developed in order to get a current measure of an 
organization’s as-is digital capability (Deloitte, 2018). However, DMMs’ 
effectiveness relies purely on raw data without taking into account items’ different 
difficulties. Moreover, though the vast majority of digital maturity models are 
mainly focused on manufacturing based organizations, an understanding of the 
challenges and opportunities identified in each stage of the maturity model can help 
any organization to identify how digital can lead to success and income 
generation.The main focus of this work is try to overcome the lack of DMMs 
applications to the Italian GLAM sector, providing an alternative and more accurate 
indicator of digital ability , through a widely-used statistical approach. More 
specifically, we perform a Rasch Analysis using the last national survey on cultural 
organizations promoted by the Italian Institute of Statistics (ISTAT) in 2016, 
containing several questions about digital preservation and the use of digital tools in 
Italian museums. 
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Summary statistics of football matches give in general poor information
about style of play. On such bases, it is generally difficult to quantify how
teams are different from each other. This work focuses on the analysis of
weighted and directed passing network of football teams. Descriptive mea-
sures and structural features of networks are used to evaluate different team
strategies by using passage interactions. The main contribution is twofold: on
one side is showed how structural properties measured through triadic census
are able to distinguish among different styles of play. On the other hand, pass-
ing network indices and structural properties are used to better predict proba-
bility of winning the match. Data for empirical analysis contain 96 matches in
the group stage of UEFA Champions League.
KEYWORDS: network analysis, triad census, correspondence analysis.
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This research presents a new and unified, in a general sense, theory for time series 
models with ARMA representations and varying coefficients.  
There are two large classes of `time varying' models. The ones with 
deterministically varying coefficients and those with stochastically varying 
coefficients. Both type of models have been widely applied in many fields of 
research, such as economics, finance and engineering, but traditionally they have 
been examined separately. The new theory unifies them by showing that one 
solution fits all. We also show that the coherent and complete theory can combine 
both type of models.  
We illustrate mathematically one of the focal points in Hallin's (1986) analysis. 
Namely, that in a time varying setting two forecasts with identical forecasting 
horizons, but at different times, have different mean squared errors. This of course, 
implies that backward asymptotic efficiency (when the initial observation shifts into 
the remote past) is not equal to forward (termed by Hallin, 1986, Granger-Andersen 
efficiency) asymptotic efficiency, that is when the time at which a forecast is 
intended moves into the far future. Since it is meaningless to examine forward 
asymptotic efficiency in a backward framework, instead we investigate it using a 
forward model.  
Equally important we show how the linear algebra techniques, used to obtain the 
general solution of the time varying heteroscedastic ARMA model, are equivalent to 
a simple procedure for manipulating polynomials with time varying coefficients. In 
order to do so we employ the expression of the Green's function as a Hessenbergian 
determinant in conjunction with the so called skew multiplication operator or 
symbolic operator (see, for example, Hallin, 1986, and Mrad and Farad, 2002). 
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We develop a model able to describe the duration of professional tennis matches. 
We explain how to estimate the different "ingredients" needed to compute the 
duration and we validate our model comparing simulating and observed durations. 
Finally, we compare durations for different match formats. 
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Global health networks (GHNs) of organizations fighting major health threats represent a 
useful strategy to respond to the challenge of mobilizing and coordinating different types 
of health organizations across borders toward a common goal. In this paper we start from 
the work of [Shiffman16] and we reconstruct the GHNs of malaria, tuberculosis and 
pneumonia by creating a new unique database of health organizations collecting data 
from the official Twitter accounts of each organization. The network is implicit in the 
friendship relation among each actor, a link connects two organizations that have on 
Twitter a reciprocal friendship relation. To discover among the Twitter users, the ones 
that represent organizations or groups active in fighting each disease area we use a 
Machine Learning classifier (ensemble majority voting with several classifier such as 
Naive Bayes, and SVM [Bauer1999]). We perform a social network analysis (SNA) of 
each GHNs to evaluate the structure of the network, the role, and the performance of the 
organizations in each network (see [Hanneman05]). In particular we measure the 
network centrality of each node, the connectivity to other links, the popularity in the 
Twitter platform as ratio of followers over friends, and the total production of tweets. 
We study also the geographical coverage of each network inferring the location of each 
organization from its Twitter account. We find evidence that the GHN of TBC, malaria 
and pneumonia are different in terms of performance, leadership and geographical 
coverage as well as the Twitter popularity. 
The machine learning technique combined with social network analysis may be regarded 
as a novel tool in the study of global health networks because it suggests key research 
points in the evaluation of network effectiveness with respect for example to the aid for 
health as it can be inferred directly from the presence and the actions of the organizations 
on a social media. Our work is truly interdisciplinary and unconventional in character, by 
combining computer science, health policy, social sciences with development studies. 
For example, whether governs and international organizations can be slow or have other 
more urgent plans, social media are key to rapidly mobilize the international community. 
They allow a better planning of media campaigns in order to gather new users and to 
attract more donors for specific goals, eventually mobilizing health policy interventions 
and global community toward sustainable development goals, especially in low and 
middle-income countries. A better understanding of the structure and functioning of 
international social media networks is essential to overcome some of the main challenges 
in the organization of international aid. Our methodological approach, can be replicated 
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to analyze other international social media networks targeting development goals such as 
nutrition, poverty, education and environmental protection.  
 
Figure. Top: the global TBC network and TBC incidence 2016, new cases by country 
per 100000 inhabitants (WHO, 2016).The network is aggregated per country where a 
block model is superimposed. The size of the node is proportional to the number of 
organizations in that country. Bottom: the relationship between GPD per capita and 
number of NGO for every country: the lighter color of the nodes are associated to a 
higher incidence of the disease.  
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To assess the scoring probability of teams and players in different areas of a 
court map is an important topic in basketball analytics, in order to define both game 
strategies and training programmes. 
In this contribution we propose a method based on regression trees, aimed to define 
a partition of the court in rectangles with maximally different scoring probabilities. 
Each analysed team/player has its/his own partition, so comparisons can be made 
among different teams/players. In addition, shooting efficiency measures computed 
within the rectangles can be used to define spatial scoring performance indicators. 
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Urban mobility is receiving increasing attention as one of the most important 
dimensions of the so-called smart city (Zawieska & Pieriegud, 2018). If mobility 
must be sustainable, i.e., if it contributes to the improvement of quality of life, bike 
sharing can be viewed as a possible bridge between wellbeing and economic 
development. Recent developments in urban management have led bike-sharing 
systems (BSS) to be a viable complement to traditional public transport systems. 
However, to understand the mechanisms leading to a successful BSS is a hard task 
because of the many factors to be considered in its implementation: the docking 
station network, the number of bikes deployed, the urban morphology, to cite some. 
One of the most important quandaries is in rightly predicting bike users’ behaviour, 
avoiding an uneven bike distribution among docking stations. In this paper we 
implement a decision framework to help policy makers to obtain optimal predictions 
of bike usage in one of the most important BSS in Europe. We use data daily 
collected from the BSS BikeMi in Milan, Italy on each bike itinerary from June 2015 
to May 2018, i.e. user and bike ID, check-in and check-out stations, ride timing, bike 
availability at each station, ride length and check-in and check-out time. We also 
collected meteorological and environmental indicators like temperature, atmospheric 
pressure, PM10, NO2 and CO2. By using tree-based derived methods (Brieman, 
2001) we modelled check out times to detect pick periods of bike usage and rental 
duration. Results shows that rental duration and weather air pressure were the best 
predictors for checkout time, whereas checkout time and whether or not the 
checkout took place in a working day resulted the best predictors for rental duration. 
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In recent decades the presence, popularity, and influence of gaming activities in 
ourdaily lives has progressively increased, making them the object of numerous 
studies. However, literature research results suggest that the study of playing/gaming 
habits has mostly been devoted to the videogames area. In consequence, Game 
Studies have mainly focused on the investigation of digital games, investigating 
human behavior in relation to this specific medium, rather than exploring the 
activity itself (Quin et al. 2011; Yee 2006; Seay 2006; Kirby et al. 2014; Desai et al. 
2010). Under this perspective a classification approach based on supervised learning 
algorithms has been applied to data gathered through a survey intended to profile 
Italian players gaming and social habits when playing, as well as their uses and 
attitudes, their motivations, frequency and duration of play sessions. In particular, 
our aim was study and understand Italian players’ behaviour, regardless of the 
medium or device with which the ludic activity is carried out, as well as the specific 
type of game (Aarseth 2017). To this end, the online survey investigates many forms 
of play, including digital, live, traditional and role-playing, with an emphasis on the 
common and transversal aspects of the various types of play, rather than on 
differences. The questionnaire consisted of a 5-section, 90+ items google form that 
was disseminated online through social networks and direct email contacts. Over six 
months, the survey was compiled by 2109 persons. Data provides us several 
opportunities to vet players as complex systems, from large-scale to more punctual 
explorations. Here we present data on gaming habits, motivations, social aspects and 
gender issues. Indeed, the results highlight a taxonomy of gamers in which gender 
and sociality have a new role. 
 

KEYWORDS: Games, Playing Habits, User Centered Analysis, Players Profiles, Gamers 
 

81



References 

Aarseth, E. 2017. “Just Games.” Game Studies: The International Journal of 
Computer Game Research. 17 (1). Retrieved from: 
http://gamestudies.org/1701/articles/justgames. 

Desai, R., Krishnan-Sarin, S., Cavallo, D., & Potenza, M. (2010). Video-
gaming among high school students: health correlates, Gender 
Differences, and ProblematicGaming. Pediatrics, 126, 1414–1424. 

Gee, J.P. (2003). What Video Games Have to Teach Us about Learning and 
Literacy. Computers in Entertainment 1 (1): 20. 

Griffiths, M.D., Davies, M.N.O., Chappell, D. (2003). Breaking the 
stereotype: the case of online gaming. Cyber Psychology and Behavior, 
6(1), 81–91. 

Juul, J. (2010). A casual revolution: Reinventing video games and their 
players. MIT press. 

Kirby, A., Jones, C., & Copello, A. (2014). The impact of massively 
multiplayer online role playing games (MMORPGs) on psychological 
wellbeing and the role of play motivations and problematic use. 
International journal of mental health and addiction, 12(1), 36-51. 

Qin, H., Rau, P. L. P., & Gao, S. F. (2011, July). The influence of social 
experience in online games. In International Conference on Human-
Computer Interaction (pp. 688-693). Springer, Berlin, Heidelberg. 

Seay, A. F. (2006). Project massive: The social and psychological impact of 
online gaming. Carnegie Mellon University, Pittsburgh PA. 

Vella, K., Johnson, D., & Hides, L. (2015, October). Playing alone, playing 
with others: Differences in player experience and indicators of wellbeing. 
In Proceedings of the 2015 annual symposium on computer-human 
interaction in play (pp. 3-12). ACM. 

Vermeulen, L., Van Looy, J., De Grove, F., & Courtois, C. (2011). You are 
what you play?: A quantitative study into game design preferences across 
gender and their interaction with gaming habits. In DiGRA 2011: Think, 
design, play. Digital Games Research Association (DiGRA). 

Wood, R. T., Griffiths, M. D., & Eatough, V. (2004). Online data collection 
from video game players: Methodological issues. Cyber Psychology & 
Behavior, 7(5), 511-518. 

Yee, N. (2006). Motivations for play in Online games. Cyber psychology & 
Behavior, 9(6), 772–775. 

 

82



COMPANY REQUIREMENTS AND MONETARY
EVALUATION IN THE ITALIAN HEALTHCARE

INDUSTRY

Paolo Mariani1, Andrea Marletta1, Lucio Masserini2 and Mariangela Zenga3

1 Department of Economics, Management and Statistics, Univer-
sity of Milano-Bicocca, (e-mail: paolo.mariani@unimib.it,
andrea.marletta@unimib.it)
2 Department of Economics and Management, University of Pisa, (e-mail:
lucio.masserini@unipi.it)
3 Department of Statistics and Quantitative Methods, University of Milano-Bicocca,
(e-mail: mariangela.zenga@unimib.it)

During last years, many studies have been based on the possibility to give
a monetary value for knowledge, skills and attitudes of a candidate during the
recruitment process. This work carries out the evaluations of these require-
ments for individuals that through HR company have placed themselves in the
phase of match with the different professional figures. This works will focus
the attention on healthcare industry. Starting from data about job vacancies for
this sector in Italy in 2017, the aim of the work is to carry out a monetary eval-
uation of the most important requirements. The analysed requirements have
been chosen among a set of soft skills and join with the experience and two
knowledge indicators. The methodology used for this work is the choice based
conjoint analysis. Using this model, it is possible to identify the features of
a candidate that mainly influence the entrepreneurs’ choice and the weight of
these requirements in the wages. The use of a choice based conjoint model
allows to obtain partial utilities that representing the starting point to build a
monetary re-valuation index. This index can determine the monetary variation
associated with any change in the combination of the attributes of a job with
respect to the actual revenue generated by that job.
KEYWORDS: conjoint analysis, labour market, requirements, healthcare industry
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In the last years, the issue of health care for the elderly population is becoming 
increasingly relevant. Italy could be considered one among the oldest countries in 
Europe: in fact the population aged 65 and over is 22.6% of the Italian population 
with an aging index of 168.7%  (Istat_a, 2018). Moreover, a high percentage 
(49.6%) of elderly people shows at least one of chronic/chronic degenerative disease 
(Istat_b, 2018). This situation, considering an increasing 65-year-old life 
expectancy, will lead the Italian Health System to cope with a significant increase in 
healthcare consumption. This work will analyse the ordinary acute admissions in the 
geriatric wards of the Italian hospitals using the Hospital Discharge Data. 
Specifically the aim is to identify the risk of inappropriateness of the hospitalizations 
related to chronic diseases respect to the Italian regions. 
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In the last years, the quantity of socio-economic data has grown steeply
thanks to the diffusion of Internet and the raise of electronic devices. The In-
ternet diffusion lead to a paradigm change based on new tools. Data extracted
from these tools could represent strategic sources to help companies to reach
competitive positions for leading the markets. Social media represent an im-
portant instrument to mine data and raise the consumers’ knowledge. They are
able to declare their preferences just giving a ”like”. This study aims to in-
spect the mechanism behind users’ behaviour. In particular, the attention will
be focused on missing expression of the ”likes”. A statistical model has been
proposed to discern a ”Like” from a ”Dislike” from a ”Nothing”. The proposed
approach could help companies to measure how much a brand is known and
how is good to influence users’ choices.
KEYWORDS: Big Data, forecasting, Facebook, missing values
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 For several decades in many industrialized societies there has been radical, rapid, changing and 

widespread transformations whose appeal and effects are profoundly affecting the lifestyles and 

perspectives of our generation. All of this raises questions and reflections that find a natural 

resonance in the family as they affect their identity and history and those of each of us. In the past 

quantitative approaches prevailed in the construction of scenarios in particular, today the focus is 

also on qualitative methods. Nothing can allow us to believe that their evolution will be linear or in 

any case proportional and symmetrical with respect to the more recent past. 

This paper describes some of the results of the research conducted by the Delphi method on the 

family tomorrow. Some hypotheses of future scenarios useful to understand today and to equip 

themselves for tomorrow are evaluated by a selected group of experts. From the focus group 

material, 41 items were identified, divided into 7 sections corresponding to different thematic areas 

concerning the family. (Parents, spouses, extended family, children, housing, family models, 

politics and services, communication, solidarity).  

The research was carried out in four successive surveys, the first through a face-to-face interview 

to 32 experts selected according to criteria of expertise on the theme of the family. The subsequent 

ones using a CAWI method (Computer Assisted Web Based Interview) based on the online self-

compilation of a computerized questionnaire, for which the LimeSurvey software was used 

(www.limesurvey.org). Respondents were asked to provide two assessments. The first 

"Evolution", or rather the progression of the consistency, of the diffusion of the phenomenon 

indicated in the item in 10 years, compared to today. The second "Relevance" indicates the 

importance and added value of the phenomenon expressed by the item. For each item a double 

evaluation was then requested assigning a value between 0 and 100. After each survey, the 

evaluations on the evolution and on the relevance expressed by the experts were elaborated in 

order to submit to the same experts a new questionnaire, characterized by the same questions , but 

from intervals between I and IX Decile of the distributions of answers provided by the experts in 

the previous interview. The elaborations presented in the work use the distributions of the last 

survey. In order to evaluate the relative importance of the various items, the Global Rank approach 

based on compound indicators was used. This approach allows to evaluate not only the relative 

importance of the various items in the construction of future scenarios on the family but also the 

robustness of the results with respect to the particular calculation algorithm used and on which 

there is no agreement in the literature. An aspect analyzed with great care is that of the different 

weights to be attributed to the various experts on the basis of their self-assessment about the 

knowledge of the item. 
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With the growth and changing nature of the (big) data also the role of social sciences 
researchers has been enhanced, producing an emerging assemblage of tools and 
techniques for managing and making sense of all this data, often with no more than 
simple software on a standard computer (Lewis, Zamith, & Hermida, 2013). The 
future of research on communication field may depend on building intellectual and 
technical alliances with other ways of knowing (Savage, 2012). The overabundance 
of data should not end up to be a fake gold (Karpf, 2012), but only much more 
complicated to analyse (Tinati et al., 2014). Hybrid and mixed solutions (Amaturo 
& Punziano, 2016) are needed because the structural features of new media can be 
more fully subjected to algorithmic and quantitative analysis (because of the forms 
and structures) (Amaturo & Punziano, 2017), while the socio-cultural contexts built 
up around those features need the careful attention of manual methods and the 
deepness of qualitative approaches (Marrazzo & Punziano, 2018). In particular, web 
content analysis (WCA) allows the scholars to expand the horizons of the possible 
questions that every research can arise in relation to communication and online 
participation analysis by offering the ability to jointly analyze both the content and 
the way it is used and re-used in any contexts in which it is realized (Auriemma et 
al., 2015). WCA hence becomes the basis for the use of techniques that enhance the 
relational context in which the production of messages and texts puts itself (Amaturo 
& Punziano, 2013). In the light of these premises, our contribution aims to explore 
the way in which new research strategies of web content analysis (Herring, 2010) 
could be useful in the social media disasters implementation process (Rodriguez et 
al., 2007). As disaster social media framework include users such as communities, 
government, individuals, organisations, and media outlets (Houston et al., 2015), the 
use of a broader range of techniques in scientific study of disaster social media 
effects (Bruns et al., 2012) could facilitate the creation of disaster social media tools 
in public communication field. 
 
 

KEYWORDS: Big data, Web Content Analysis, Communities, Social Media Disaster, Public 
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HUMAN ACTIVITY SPATIO-TEMPORAL INDICATORS
USING MOBILE PHONE DATA

Rodolfo Metulini 1 and Maurizio Carpita 1

In the context of Smart Cities, monitoring the dynamic of the presence of
people is a crucial aspect for the well-being of an urban area. We use mobile
phone data as a proxy for the total number of people (Carpita & Simonetto
2014), with the specific aim of computing spatio-temporal region specific in-
dicators. Telecom Italia Mobile (TIM), which is the largest operator in Italy,
thanks to a research agreement with the Statistical Office of the Municipality
of Brescia, provided to us about two years (April 2014 to June 2016) of High-
Frequency Daily Mobile Phone Density Profiles (DMPDPs) in the form of a
regular grid polygon each 15 minutes. Densities have to be rescaled in order
to express the total amount of people rather than just TIM users. Separately
for selected regions in the province of Brescia, characterized by being either
working or residential areas, we group similar DMPDPs and we characterize
groups by their spatial and temporal components. In doing so, we propose a
mixed-approach procedure. First, borrowing the method of the Histogram of
Oriented Gradients (HOG, Tomasi 2012), we perform a reduction of the DM-
PDPs dimensionality computing their features extractions. With this method,
we convert a 2D spatial object into a 1D vector of data, by preserving the spa-
tial relationship contained in the data. Secondly, we stack in a single vector all
the HOG features of the same day and, by applying a high-dimensional cluster
analysis that accounts for the curse of dimensionality, we group days. Third,
for each group, we reshape the data in order to form a 3D array with dimen-
sion a (quarters), b (days) and c (space), and we apply a Canonycal Polyadic
(CP) tensor decomposition (CANDECOMP/PARAFAC, Kolda & Bader 2009)
to extract three indicators related to the dynamic of the presences along the
space, the days and the quarters.
KEYWORDS: image clustering, big data, urban planning, spatio-temporal indicators.
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In this paper, we develop a theoretical framework about intergenerational social 

mobility based on a wider concept of upward mobility. The latter usually refers to 

changes in social status between different generations within the same family. 

Individuals may improve their socioeconomic status thanks to a series of factors or 

events, such as education, job changes, career advancements. We focus on the role 

played by higher education and we also consider, as additional factor, the fact of 

moving to another city to attend university. Cities to which students move may offer 

resources and opportunities that amplify the human capital accumulation through 

education. 

We also provide an empirical application to determine the influence of Italian cities 

in favouring upward mobility of graduated people who moved to another city to get 

higher education. The empirical strategy fully exploits the spatial dimension of 

student migration flows. 
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Adolescent gambling is internationally considered a serious public health
concern, although this phenomenon is less explored with respect to adult gam-
bling. It is also well known that the early onset age of gambling is a risk factor
for developing gambling problems in adulthood (Dowling et al., 2017).

This study examined 9671 adolescents enrolled in 16 public high schools
in Lombardy, a northwest Italy region, between March 2017- April 2018 and
it is part of a larger study aimed at investigating dysfunctional behaviours
of adolescents, with the purpose of identifying the factors that increase the
risk of vulnerability and the protection factors able to reduce the incidence of
pathological phenomena. The objective of the present study was to investi-
gate the vulnerability of adolescents in high school to develop gambling prob-
lems, explained by some individual and social factors, and by the association
with the use of substances, such as alcohol and tobacco, and other risk-taking
behaviours. A penalized logistic regression analysis was used (Hastie et al.,
2001) and various machine learning methods were compared to deal with im-
balanced classes, as the prevalence rate of high school students in the sample
with problem gambling is equal to 5%.
KEYWORDS: gambling, class imbalance, machine learning.
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In this paper we address the issue of consistent estimation of time-varying 
conditional correlations in high dimensional settings, within the context of the 
Semiparametric DCC model proposed by Morana (2015). While sharing a similar 
sequential approach to DCC (Engle, 2002), SP-DCC has the advantage of not 
requiring the direct parameterization of the conditional covariance or correlation 
processes, therefore also avoiding any assumption on their long-run target. It can be 
implemented in a high dimensional context, without downward biased estimation, 
since it only requires univariate QML GARCH estimation for individual and 
pairwise aggregated series in the first step; conditional covariances are then 
estimated in the second step by means of the polarization identity. Monte Carlo 
results, reported in Morana and Sbrana (2017), yield support to SP-DCC estimation 
in various parametric settings of empirical interests for financial applications. 
Relative to the two-step SP-DCC model, this paper contributes an additional, third 
step, which entails ex-post regularization of the conditional covariance and 
correlation matrices and an efficiency gain. In this respect, a new regression-based 
non-linear shrinkage approach is proposed, which ensures accurate estimation and 
safe inversion of the conditional covariance and correlation matrices also in high 
dimensional cases. Moreover, optimal smoothing of the conditional correlation and 
covariance matrices, grounded on the maximization of the joint likelihood of the 
model, is performed. Relative to available DCC approaches, in addition to efficiency 
improvements, the new regularized SP-DCC (RSP-DCC) is expected to grant higher 
estimation accuracy, as it allows for more flexible modelling of second moments 
and spillover effects of past conditional variances and innovations on the conditional 
covariances. We apply the proposed approach for the estimation of a global 
minimum variance portfolio using fifty assets. The empirical results confirm that 
SP-DCC is a simple and viable alternative to existing DCC models. 
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In the last years, the labour market has undergone many changes and the label 
Work 4.0 is often used to highline new prospects and opportunities for shaping 
further developments. Work 4.0 refers to employment conditions in the context of an 
extensive shift in values such as standard employment relationships, individual 
flexibility in developing life plans, and social protection introducing changes in 
corporate culture. Big data, Digital transformation, Crowdworking emerge as 
features deeply influencing the labour market (Salimi, 2015).  

In Italy, the legislation has introduced through law number 81/2017 smart 
working as an innovative tool instead of telework. Indeed, Italian companies 
identified the smart working paradigm with communication solutions and devices 
for working on and off the company premises. However, smart working guarantees 
to the worker the possibility of reconciling life and work times (Kossek and Ollier-
Malaterre 2013; Fleetwood 2007) and, as for the employer, it allows better work 
organization in terms of productivity and cost reduction. Thus, smart working, as a 
tool to facilitate work-life balance, falls into the employee welfare practices. 

The paper presents some results of a quantitative research project aimed at 
understanding the importance that workers attribute to the various initiatives of 
employee welfare according to different intervention areas.  
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Interview data are generally "monadic": they report about properties, attitudes, and 
values of particular interviewed persons but rarely about their relations to others like 
e.g. interpersonal conflicts. For this reason the author proposed in two earlier 
publications (Mueller 2011, 2017) to construct dyadic data records by combining the 
information of pairs of randomly selected persons. By aggregating the value 
differences of these pairs it is possible to explore conflicts not only between but also 
within groups. The latter intra-group conflicts are insofar important as they serve as 
benchmarks for the evaluation of inter-group conflicts: it is assumed that an inter-
group conflict is only salient if it is higher than an associated intra-group conflict. 
Since there are two group-specific conflict-benchmarks the same inter-group dissent 
may be salient from the perspective of one of the groups but not for the other. 
Consequently, virtual encounter simulations are suitable to identify asymmetrical 
conflicts, which is not possible with traditional statistical methods based on mean 
values of groups. Moreover, by the use of intra-group conflicts as benchmarks, a 
certain amount of inter-group conflict is "normal". Consequently, with the virtual 
encounter method small value differences between groups may be insignificant, 
contrary to the results of traditional t-tests of the related group specific mean values. 

For illustrative purposes the proposed virtual encounter simulations are applied 
to the political east-west conflict between German- and French-speaking 
Switzerland, which often leads to different regional outcomes in national plebiscites 
(Milic et al. 2014: 191 ff.). Based on interview data of the ISSP (2013), the 
empirical analysis of the paper attempts to answer the question, whether the two 
language groups have different national identities. The virtual encounter-simulations 
show that German-speaking Switzerland is relatively homogeneous with regard to 
national identity and consequently has asymmetrical conflicts with the politically 
less homogeneous French speakers. There are however many aspects of national 
identity, where the virtual encounters method finds no conflict between Eastern- and 
Western-Switzerland. These findings are in a final discussion compared with the 
results of traditional t-tests of mean political attitudes, which generally show 
stronger but no asymmetrical conflicts. 

KEYWORDS: Simulation, virtual encounters, conflict, interview data, national identities. 
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Reuse confiscated goods (also applies to firms) has a duple civic meaning: primarily 
that of a social return of Mafia assets, but also a recognition of a new category of 
goods, common goods precisely. This paper intends to propose an analysis of the 
information base on the confiscated goods and the growing need for open data to 
improve the transparency of management processes. 
The main source is provided by the National Agency for the administration and 
destination of assets seized and confiscated from organized crime (ANBSC), while 
at the European level the number derives from the analysis of stats produced by the 
Assets Recovery Offices (ARO) or by national Ministries of Interior and Justice. 
The main purpose is clearly represented by the definition of a reliable and "real" 
mapping of the actual endowment of the assets. But to achieve this, it is considered 
essential to put on a more participated and fed bottom up system. 
The "Confiscati Bene 2.0" project pursues precisely this goal: emphasis on Open 
data is essential: the partnership between institutions and associations promote a 
culture of transparency and provides closer monitoring to actual conditions of such 
goods. It is not just a matter of technical or methodological aspects, but of a concrete 
social recognition that assigns a leading role to civil society. Transparency also 
becomes a non-accessory requirement even in the pursuit of the will of the Law, the 
widespread monitoring that it is able to activate reinforces the law enforcement 
action that the judicial authority plays against organized crime. 
The goal is also to enrich the statistical information, adding to the database as well 
as an extensive meta information also information on best practices. 
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Destination image is one of the elements that most affect tourists’ decision-making
processes (Baloglu and McCleary, 1999). Since a distinctive image can differentiate
a  destination  from its  competitors,  destinations  usually  compete  also via  images
(Urry, 1990). In this regard, cruise tourism is no exception, since “image is what
sells cruises” (Klein, 2002). Over the past 30 years this has led to significant growth
in advertising activities  aiming to promote the cruise ship “as  the destination in
itself” (Wood, 2004). Similar trends can be observed among Italian cruise lines as
well. Among different types of promotional texts, the importance of the visual ones
in shaping the ways tourist represent, choose, consume and recall a place (Berger,
1972; Urry, 1990) has also been acknowledged in the field of cruise tourism.
Starting from this background, this paper presents the methodology and main results
of textual analysis carried on a sample of recent TV commercials broadcast by the
major cruise lines operating in Italy. The final aim of this research is to identify what
attributes of cruise ship as tourist destination have been portrayed, as well as what
specific profiles of Italian cruisers and consumption styles have been advertised.
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Tourist satisfaction has been studied so far using many different theoretical 

approaches and measurement models. In doing that, scholars have considered 

satisfaction and dissatisfaction either as two extremes on a single continuum or two 

distinct conceptual dimensions, i.e. tourist satisfaction (TS) and tourist 

dissatisfaction (TD) (Alegre and Garau, 2010). In line with the latter approach, 

known as dual approach, the 4Q is a methodology which permits to measure TS and 

TD through the administration of just four open-ended questions to tourists (Oliveri 
et al., 2018). The main feature of the 4Q methodology is that data regarding dozens 

of TS and TD elementary indicators can be drawn from the answers provided by 

tourists to the four questions. Afterwards, composite indicators of both TS and TD 

can be constructed. This work aims to propose some adaptations of the 4Q 

methodology to the analysis of TS and TD as emerged from spontaneous online 

travel reviews, and to show how to obtain TS and TD composite indicators which 

are able to meet the recommendations issued by OECD-JRS (2008). 

References 

ALEGRE, J., & GARAU, J. 2010. Tourist satisfaction and dissatisfaction. Annals of 
Tourism Research, 37(1), 52–73. 

OECD & JRC 2008. Handbook on constructing composite indicators. Methodology 
and user guide. Paris: OECD. 

OLIVERI, A.M., POLIZZI, G. & PARROCO A.M. 2018. Measuring Tourist Satisfaction 
Through a Dual Approach: The 4Q Methodology. Social Indicators Research, 1–22. 

99



DETECTING MULTIDIMENSIONAL CLUSTERING 

ACROSS EU REGIONS 

Pasquale Pavone1, Margherita Russo1, Francesco Pagliacci1, Simone Righi2 and Anna Giorgi3 

1 Dipartimento di Economia Marco Biagi, and CAPP, UniMORE, Italy (e-mail: 
pasquale.pavone@unimore.it, margherita.russo@unimore.it, 

francesco.pagliacci@unimore.it,) 

 2 Department of Computer Science, UCL, United Kingdom,  (e-mail: s.righi@ucl.ac.uk) 

3 Leader AG1 EUSALP Lombardy Region representative, and Gesdimont research centre, 

University of Milan, Milano, Italy (e-mail: anna.giorgi@unimi.it) 

 

 

This paper applies multidimensional clustering of EU-regions to identify similar 

specialization strategies. Different techniques are applied to an original dataset, 

created by the research team, where EU-28 regions are classified according to their 

socioeconomic features and to the strategic features of their research and innovation 

smart specializations strategy (RIS3). In the first classification, each region is 

associated to one categorical variable (with 19 modalities). In the classification of 

RIS3, two clustering of “descriptions” and “codes” of RIS3 priorities were 

considered (respectively made of 23 and 21 Boolean categories).  

The configuration of data is discussed in the paper. Two techniques of clustering 

have been applied: Correspondence Analysis and Infomap multilayer algorithm. The 

most effective clustering, in terms of both the characteristics of the data and the 

emerging results, is the one obtained with a Correspondence Analysis. On the 

contrary, given the very dense network does not produce significant results when 

Infomap is applied. A classification of regions encompassing the three dimensions 

under analysis is of particular interest in the current debate on post 2020 European 

Cohesion Policy, aiming at orienting public policies on the reduction of regional 

disparities. 
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Models for time series with time-varying variances and covariances have become very 

popular in finance because they capture features that are typical of many asset returns, 
such as volatility clustering and heavy tails. Two main econometric approaches emerged 
in the literature: ARCH-type models and stochastic volatility (SV) models. ARCH-type 
models have the advantage of being simple to estimate, while SV models are harder to 
implement but are backed by financial theory. 

For a long period of time, the multivariate versions of both models have been only 
moderately successful since their estimation on realistically large portfolios of assets was 
not feasible. For ARCH-type models a convincing solution to the curse of dimensionality 
was proposed by Robert Engle with his Dynamic Conditional Correlation (DCC) model. 
No equally successful model has been introduced in the SV world. 

In this work we derive three general results that can be jointly used to estimate high 
dimensional multivariate SV models cast in linear state-space form such as the one in 
Harvey, Ruiz and Shephard (1994), from now on HRS, and a multivariate extension of the 
one in Alizadeh, Brandt and Diebold (2002), from now on ABD. Let us call d the number 
of time series and n their (common) length. The problem with the approaches of HRS and 
ABD is that they cast their models in state-space form and carry out Gaussian quasi 
maximum-likelihood (QML) estimation using the Kalman filter and numerical 
optimisation. Each pass of the Kalman filter implies, for every time point t ∈ {1,2,...,n}, 
sums, multiplications and an inversion of d × d matrices. Thus, for large d the 
computational burden becomes too expensive. Furthermore, the typical quasi-Newton 
optimisers used to maximise the log-likelihood function become very unstable when the 
number of parameters is very large. 
Our solution to the aforementioned issues in estimating large HRS and ABD models is 
based on three results. Firstly, we substitute the Kalman filter recursions with the steady-
state Kalman filter, which we obtain in closed form for the multivariate AR(1) plus noise 
model. This approximation does not harm the asymptotic properties of the parameter 
estimates and reduces by a factor of n the number of operations on the d × d matrices of 
the regular Kalman filter. Secondly, we design an EM algorithm based on the steady-state 
filter and smoother to be used in substitution of quasi-Newton optimisers. Our algorithm 
is numerically very stable and, as any EM algorithm, it moves very quickly towards a 
neighbourhood of the solution. Finally, we propose a simple estimator of the correlation 
between returns that is consistent and asymptotically normal regardless of the evolution of 
the variances, provided that the returns are drawn from elliptical distributions with time 
invariant correlations. This last result allows the quick estimation of one of the two large 
covariance matrices of the multivariate SV models, which, as it will be clear later, is only 
a deterministic transformation of the correlation matrix of the returns. 
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In the last decades, the spread of Internet and online social media has created a huge 

amount of data that is able to provide new insights to researchers in different 

disciplinary fields. Much of these data can be easily coded as relational data. In this 

study we apply an interdisciplinary approach based on Visual Content Analysis, 

Social Network Analysis and explorative statistical techniques. Specifically, we use 

data extracted from an online social network (i.e. Instagram) to identify travellers’ 

paths among sites of interests. We select the most important cities in the Campania 

region linking them according to the common geolocalization of the published 

images in a given time frame. Starting from a huge collection of all the pictures 

labelled with different cities’ names, we define three training set in order to obtain 

three different evocative categories through placetellers performativity, such as 

food, person portrait, places, and so on. An expert and supervised system is trained 

to recognize the context and such information is used to illustrate the emerging 

paths. The data collection can be organized and described through a network on 

which the main paths will be analysed. Statistical network centrality measures are 

used to identify relevant places and their characterizations. 
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DIGITAL NATIVES BUT NOT YET DIGITAL CITIZENS:
HOW THE DIGITAL GAP AFFECTS THE EDUCATIONAL

POVERTY OF YOUNG PEOPLE

Quattrociocchi Luciana 1 and Grassia Gabriella 2

Educational poverty is a multidimensional phenomenon. In Italy it is con-
sidered as the result of the many inequalities due to the difficulty in the socio-
economic conditions and the territorial context in which we live and grow and
which have an impact on the cognitive development of the youngest.
Istat has the task of identifying territorial indicators of educational poverty for
policy interventions aimed at combating educational poverty.
In our opinion, effect of all the existing cultural divides the digital divide, for
too long underestimated and little depth, represents a new aspect of educa-
tional poverty that further distances the most vulnerable young people from
their peers. While the vast majority of 15-29 year-olds have acquired a cer-
tain familiarity with digital tools, which crosses all aspects of their personal,
family and school life, there is a significant minority of digital native who are
excluded from a precious resource for its growth. Raising young people from
the risk of educational poverty therefore means granting them access to knowl-
edge that today can not be separated from digital literacy (Literacy in a digital
world).
In this work, our aims are:

• to illustrate the progress of research in ISTAT on educational poverty,
• to explore how many young people are still excluded from access to new

digital technologies,
• to examine the reasons for digital exclusion,
• to identify what types of literacy people need to obtain in an increasingly

digital and interconnected society.

KEYWORDS: “multidimensional educational poverty, composite indicators, official
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Digital technology enabled phenomena (such as IoT, big data, social media) are 

radically transforming several industries and is making many jobs obsolete, while 

we see a growing demand of new types of skills, beyond the technical ones (Wang 

2012, Strategic Policy Forum on Digital entrepreneurship 2016, WEF 2018). In 

2016 WEF claimed that in the next five years a widespread disruption in business 

models but also to labour markets, with enormous change predicted in the skill sets 

needed to thrive in the new landscape (WEF 2016). In an EU funded project these 

converging socio-technical phenomena have been studied and a framework has been 

proposed to analyse (and eventually design) work along the two complementary 

dimensions of workers’ competences and workplace properties. After having used 

this framework to explore the changes of work in some organizational contexts (eg 

industrial plants, network marketing), we are currently focusing on the competences 

of managers, since they are key in the design and deployment of digital 

transformation projects. 
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The study of international student mobility flows across different European 
countries has become an important research topic due to the relevance of 
internationalisation process in the university context. The analysis of the factors 
pulling and pushing students in a foreign country to complete higher education is, 
indeed, a key feature for the implementation of university policies in order to 
increase the number of ECTS gained abroad. 
In line with related studies (Breznik et al., 2013; Barnett et al., 2016; Kondakci et 
al., 2018), the present contribution aims at identifying the characteristics of the 
student mobility trajectories involved in the Erasmus programme by considering a 
network analysis approach. Starting from this theoretical and analytical perspective, 
the main purposes are to discover the role played by each country revealing the 
presence of national hubs (i.e. good exporting countries) and authorities (i.e., good 
importing countries) and to explore the global network pattern identifying core-
periphery or other topological structures in the destinations of Erasmus students.  
Thanks to the European Union Open Data Portal (EU ODP), a statistical overview of 
Erasmus mobility for students from 2008/09 to 2013/14 is obtained. The raw data 
are presented at country and European level including students’ characteristics, 
among others age, gender, duration, subject area, level of study, sending and 
receiving country. From the EU ODP portal, at macro-level perspective, temporal 
network data structures (i.e. weighted and directed one-mode networks) are defined 
in which the nodes are the countries and the links represent the student mobility 
exchange between them with a weight proportional to the number of students 
involved. Hence, the directed networks are built considering the outgoing students 
and the incoming students. 
 
KEYWORDS: Directed and weighted network, Erasmus student mobility, European open 
data, Social Network Analysis 
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Tweets, Facebook or Instagram are relevant sources to study migration and mobility 

allowing to analyse the events, their evolution, and their perceptions due to their 

accessibility and their ability to catch dynamic reactions. Online social media data 

can be processed aimed at identifying in real-time and in an unsolicited way the 

opinion of people in host countries toward immigrants or related topics.  

During the refugee crisis that has affected the Mediterranean area since 2015, 

the media have highlighted links between the growth of arrivals and the increase of 

emotional attitudes of public opinion and they have also contributed to the rise of 

this emotionality using a narrative that has not always been neutral and that in some 

countries has contributed to determining negative attitudes towards migrants 

(Coletto et al, 2016). The political debate in Europe has been strongly affected by 

the refugees crisis. The increase of immigration flows in 2015 and 2016 created both 

strong divergences among the EU countries on how to deal with the arrivals and 

arising problems in terms of social integration of newcomers. Social media hosted a 

harsh debate because the public opinion was divided between solidarity towards the 

refugees and refusal of the reception of migrants for economic reasons.  

After having reviewed some previous research experiences on the topic, the data 

and the methods used for the construction of a daily sentiment index on migrations 

of Italian-speaking Twitter users is described and main results on the polarity of the 

sentiment and his evolution over the time are presented. The discussion on 

opportunities and limits of data and methods concludes the work.  

 

KEYWORDS: 'social media', 'migration', 'sentiment analysis'. 

References 

COLETTO, M., LUCCHESE, C., MUNTEAN, C.I., NARDINI, F. M., ESULI, A., RENSO, C. 

AND PEREGO, R. (2016B). Sentiment-enhanced multidimensional analysis of 

online social networks: Perception of the Mediterranean refugees crisis, 

ASONAM 2016, San Francisco, California 

107



EMOTIONOGRAPHIES OF THE CITY OF MILAN 

Elisabetta Risi1 

1
 Department of Communication, arts and media, IULM University of Milan  

 (e-mail: elisabetta.risi@iulm.it) 

 

The paper aims to reconstruct a mapping of the emotional experiences in the city 
of Milan, and in some specifics places in particular, based on the analysis of online 
users generated contents. 

The research project (still in progress) was implemented through the web 
crawling and the analysis of both textual and visual contents. 

Today, social media are indispensable sources for monitoring opinions and 
sentiments expressed by citizens (Ceron et al., 2014). In the study, the contents of 
two social networking sites and one online review site were scraped and analysed 
(for a sort of research triangulation). 

In particular, it was carried out: 
- a sentiment analysis and opinion mining (Balahur & Jacquet, 2015; Younis, E. 

2015) of the reviews of users who have been published on TripAdvisor, analysing 
the pages associated with specific places in the city 

- object detection and recognition (Beier et al, 2012; Richards & Tuncer, 2018.) 
in images that are shared on Instagram, selecting only photo that have some tags 
(#milano #parcosempione #brera etc.) 

- social media mining (Zafarani et al., 2014) of some selected Twitter accounts 
and tweets that have a specific tagging (for example those connected to Milan's 
public transport) scraped through Socioviz. 
In the project are combined and compared different techniques, models and software 
of text mining (R and Python) and classification of images (Rapid Miner and 
Pattern) using types of supervised and unsupervised algorithms. 
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Over the past two decades a large number of research studies attempt to predict the 
dropping out of students from university. Dropout phenomenon affects at every level 
the educational systems of any countries and represents a large concern to the 
education community and policy makers (Tinto 2006). Because of its consequences 
at social, institutional and personal level (Ulriksen et al. 2010), there is no doubt that 
dropout is a challenging problem. Student dropout is also a complex phenomenon 
because there is a broad array of factors that influence a student's likelihood of 
interrupting his/her educational courses. Thus, it becomes important to develop 
methods that facilitate prediction of students at risk of academic failure. 
In this study we carried out a predictive analysis by relying on Educational Data 
Mining tools (Vandamme et al. 2007) 
In order to classify students more likely to dropout we selected and compared some 
widely used classification techniques. In particular, Decision Trees, Artificial Neural 
Networks, Naïve Bayes classifiers and Bayesian Networks, have been chosen for 
their reliability, efficiency and popularity in the research community. We provide an 
illustration of the performance of these techniques through the employment of data 
from administrative repository, concerning students enrolled in the undergraduate 
courses of University of Chieti-Pescara. 
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Quality of life (QoL) of patients affected by chronic diseases and their caregivers is 
a very important and interdisciplinary research topic. From recent literature 
(Adelman et al., 2014 new methodologies to reduce the impact of a chronic 
disorders on everyday life of affected people and their relatives are required: 
PERsonal Care Instructor and VALuator (PERCIVAL) project is an attempt to build 
up an integrated environment to promote the sharing, deliberation and monitoring of 
decisions about different aspects of chronic diseases among all the actors involved. 
The PERCIVAL project aims at developing an integrated, sharable and real-time 
model of knowledge and information involved in the treatment of chronic diseases. 
Patients affected by chronic diseases are often interested by multiple disorders, 
which make them frail from many points of view: From the physical perspective, 
they must follow different kinds of therapies, with possible negative intersections 
that could cause them very hard side-effects; From the psychological standpoint, the 
self-acceptation of such long-term disability, and, for most of them, life-long 
disability, is very difficult to reach; Last, but not least, from the social viewpoint, 
they must entirely depend on their caregivers, that are their relatives most of times, 
for all the aspects related to their condition; this dependency typically becomes 
closer and closer according to the evolution of the chronic disease. PERCIVAL aims 
at developing decision support systems capable to exploit both quantitative data 
perceived by wearable devices, that are nowadays recognized as very useful to face 
with chronic disorders (Rovini et al., 2017) and qualitative data provided by the user 
to take decisions tailored on patient profile.  As a consequence, the PERCIVAL 
project aims at supporting virtual communities of practice involved in the chronic 
disorder management, allowing them to share data, documents and decisions. In this 
way, the overall QoL of more fragile subjects, in particular the caregivers, should 
increase thanks to the perception of being co-participants in chronic disease 
management, rather the main participants as usual. In this paper, we present the 
general architecture and a prototype of the PERCIVAL system focusing on the 
definition of personalized training programmes. Moreover, we describe the 
conceptual model behind the system, based on the adoption of Bayesian networks 
and the first experiments, whose goal was to profile potential users of the 
PEERCIVAL system to derive effective Conditional Probability Tables.  
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The increasing scientific production about social media Big Data brings with it 
several methodological issues outlined in literature. This paper aims at taking stock 
of the progresses made in social science research with Big Data, especially coming 
from social media, in the following processes: access, validity assessment and 
analysis. Focusing on data access, given the current restrictions on the APIs use, a 
possible solution is to get back to collect data with user consent (Bechmann et al., 
2015) or to exploit new types of partnership between academia and private industry. 
Representativeness has often been a sore point in research using APIs to retrieve 
data from social media. However, some authors have shown that these limits can be 
overcome by improving the sample population coverage (Sampson et al., 2015). 
Other issues concerning noise detection in Big Data have been tackled with new 
methods, for instance in determining the presence of bots (Chu et al., 2010). Finally, 
in terms of Big Data analysis, supervised machine learning with human coding 
(Ceron et al., 2017) represents a fundamental technique to reduce the bias, partially 
recovering the link with social theory and stressing once again the need for an 
interdisciplinary approach. 
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In 2015, the United Nation General Assembly adopted the 2030 Agenda for 
Sustainable Development (UN G.A., 2015) and its 17 Sustainable Development 
Goals (SDGs) aiming at ending all forms of poverty, fighting inequalities and 
tackling climate change. We collected data about the 2030 Agenda from May 9th to 
November 9th, 2018. The resulting dataset consists in a corpus of N = 209216 
tweets. The aim of this work is to obtain a classification of each tweet in the corpus 
according to the “Information” - “Action” categories, in order to detect whether a 
tweet refers to an event or it has only an informative-disclosure purpose. Explicit 
intention to act or inform had been captured by hand coding of a randomly selected 
sample of tweets and then the classification had been extended to the whole corpus 
through different supervised machine learning methods. A textual analysis allowed 
us to include some variables related to SDGs hashtag and also the tf-idf weighting, 
to show how important a word is to distinguish “Information” and “Action” tweets 
in our corpus. Although we are aware of the limitations of this kind of studies 
(representativeness, noise, bots, etc.), we believe that probabilistic short-term 
models applied to the empirical observation of human behaviour in large datasets 
mined from social media could extract social knowledge, representing a great 
opportunity for social scientists (Lauro et al., 2017). 
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This paper provides a solution by text mining techniques to profile small businesses 
and freelancers respect to their attitude to subscribe an insurance coverage, to 
protect them from risks relate to their professional activity, provided by an online 
broker. The raw data adopted to estimate the profiling model are drawn from public 
personal profiles as published on Linkedin social network, complemented by an 
original primary research conducted on a representative sample of Italian enterprises 
and professionals, covering a comprehensive selection of economic activities. 
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In a multi-treatment framework, the use of propensity score techniques
needs a different specification and a peculiar attention. The generalised propen-
sity score (GPS) is the conditional probability of receiving a particular level of
the treatment given the pre-treatment variables in a multiple-treatment frame-
work. However, applications of generalised propensity score remain mainly
scattered in literature, with few applications in three (or four) treatments regimes,
and existing methods are highly unpractical and nearly impossible to perform
if the number of treatments increases greatly. Indeed, some important assump-
tions, such as the overlap, are difficult to satisfy and the estimation of the
propensity score becomes computationally heavy.

We propose an original alternative approach to deal with covariate balance
in the context of the estimation of the causal effect of many treatments. Our
method consists of matching on a score (average rank) obtained using the the-
ory of Partially Ordered Sets (poset). This approach that we label MARMoT
(Matching on Poset based Average Rank for Multiple Treatments) allows mak-
ing the distribution of confounders similar across many treatments.

The aim of this work is to estimate the neighbourhood effect in the city of
Turin using a propensity score matching approach to adjust for confounders.
Before doing so, we tested with a simulation study the MARMoT approach.
The main idea that underlies this technique is to obtain a population in which
each profile, each combination of confounders summarized by the poset based
average rank, is equally represented in all the treatment groups. MARMoT
technique has proved to be really useful to balance for counfounders and re-
duce biases in estimates. Moreover, the matching is not bounded to subjective
choices and the computational time is limited even in the case with 70 different
treatments.
KEYWORDS: ”Matching”, ”Multi-treatment”, ”Neighbourhood effect”, ”Poset”.
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In recent years, perceived threat from immigration has been increasingly 
amplified by stereotyped visions obsessively pursued by populist media and parties 
through “easy arguments”: more immigration implies more crime, the national 
cultural life is undermined by immigrants, immigrants steal jobs to local population, 
etc. (Abrams et al. 2018; Bathia, 2018). This “aversion amplification” has fed 
important political shift in many countries in the EU such as the Brexit referendum 
in the UK and landslide wins of right-wing populist parties in national parliamentary 
elections in Hungary, Austria, Germany or Italy. In opinion survey, answers given to 
objective questions are often in contradiction with respect to answers to 
perception/opinion questions relating the same topic. Answers to sensitive questions 
regarding, say, racist attitudes, tend to mask the underlying real sentiment (Manzi & 
Saibene, 2018) due to moral reasons. Regarding the aforementioned “easy 
arguments”, the equation “more immigrants equal more crime” is often disavowed 
by data. In this paper we attempt to blend estimates of this relationship from “small” 
data sources with estimates obtained from big data sources. With “small data 
source” we mean data from traditional surveys, official or not. With “big data 
sources” we mean text data coming from social networks. We try to evaluate 
whether the difference between the estimates from these two data categories is 
significant or not and how it has evolved in the last years. Estimates from big data 
sources are obtained through sentiment analysis techniques. The blending exercise is 
performed by directly modelling the bias within the original data sources and using a 
hierarchical approach in a Bayesian framework. 

 
 
KEYWORDS: Perceived threat of immigration, crime, Bayesian analysis, bias, hierarchical 
models. 
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This research is concerned with the relationship between the materiality of digital 
computer data and their reuse in scientific practice. It builds on the case study of a 
‘data mash-up’ infrastructure developed at the crossroads between environmental 
and weather sciences and population health research. I illustrate the extent to which 
scientists reusing digital computer data heavily manipulate the sources through 
complex and situated calculative operation, as they attempt to re-situate data well 
beyond the epistemic community in which they originated, and adapt them to 
different theoretical frameworks, methods and evidential standards. The research 
interrogates the consequent relationship between derivative data and the data sources 
from which they originate. I argue that deep transformation and recombination of 
data source values and data structures, involved in the reuse of computer data, lead 
to the systematic creation of derivative data that are best considered new digital 
objects. In certain situations of scientific inquiry, data can be productively reused 
only if they are put in some kind of relation with other data, a relation which is 
realised in the computer relations stabilised by the construction of a new dataset 
object. The intense relationality of scientific computer data is multi-layered and 
scaffolded, as it depends on relations between various kinds of data, computing 
technologies, assumptions, theoretical scaffoldings, hypotheses and other features of 
the situation at hand. Understanding this, I argue, is crucially important to advance 
our understanding of the data reuse journeys of computer data. 
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TripAdvisor is a business service that works as reputation system to guarantee 
quality in tourism experience. This kind of new services is based on Big Data 
technologies and characterized by generating, managing and summarizing, even 
with rating indexes, a quantitative experimental size of information, representing a 
frontier issue for data analysis.  

These data are organized and offered to users by a filter system aimed to 
recommend consumer’s choices. Through a methodological design oriented to 
reward competitive quality, this acts as a crowd-sourced evaluation system.  

The stakeholders don’t take the crowd-sourced evaluation passively as they still 
have a wide range of, reactive actions even with huge amounts of received reviews. 
They can re-organize their economic game of exposure to crowd-sourced reputation 
by adopting merely strategic and unsubstantial behaviours, or even frauds.     

As past reviews and rating indexes provided by the websites can affect the 
building data process, in this paper we suppose that final information can be biased, 
leading itself into non-linear, asymmetric dynamics.  

On the basis of an empirical study for approximately 26.000 scores on 
TripAdvisor multipoint scale organized into 8-years time series and harvested by R 
software, we propose a methodological design of a rating index. The index is robust 
for avoiding any manipulation of open-to-view-results multipoint scales and, at the 
same time, reflects the original aim to provide both a form of guarantee from risks of 
bad experience in tourism and a coherent ranking for benchmarking purposes. 
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In the present study, due to the presence of nominal and ordinal variables, the 
models will be estimated by the Non-Metric PLSPM algorithm and, specifically, by 
a simultaneous non-hierarchical clustering and Partial Least Squares Modelling, 
named Partial Least Squares K-Means (PLS-KM (Fordellone and Vichi, 2017). 
Given the 𝑛×𝐽 data matrix X, the 𝑛×𝐾 membership matrix U, the 𝐾×𝐽 centroids 
matrix C, the 𝐽×𝑃 loadings matrix 𝚲 = [𝚲!,𝚲!], and the errors matrices Z and E, 
the Structural Equation Modeling K-Means approach can be written as follows: 

           𝐗 = 𝐔𝐂𝚲𝚲! = 𝐔𝐂𝚲!𝚲!! + 𝐔𝐂𝚲!𝚲!! +  𝐄                         (1) 
under constraints: (i) 𝚲!𝚲 = 𝐈; and (ii) 𝐔 ∈ 0,1 , 𝐔𝟏! = 𝟏!. Thus, the SEM-KM 
model includes the SEM estimated via Partial Least Squares and the clustering 
equations. The simultaneous estimation of the three sets of equations will produce 
the estimation of the pre-specified SEM describing relations among variables and 
the corresponding best partitioning of units through the optimization of the overall 
objective function. 

We aim at providing a methodological proposal to build a composite immigrant 
integration indicator, able to measure the different aspects related to integration, 
such as employment, education, social inclusion, and active citizenship. With this in 
mind, we analyse the data collected from European Social Survey (ESS), Round 8, 
on immigration by the Partial Least Squares Path Modeling (PLSPM) approach 
(Tenenhaus et al., 2005).  
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The residents’ communication on their territory as tourist destination is becoming an 
important key in the place branding process. This paper aims to understand the 
relationship between the communication of the Destination Images and the word-of-
mouth in the Valtellina territory (North Italy).  
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This paper explores the normativity of social (big)data using multidisciplinary 

narratives – drawing on semi-structured interviews with researchers who use 

geotagged social media (geosocial) traces for scientific research - that depict 

instances of ‘black-boxing’ and ‘infrastructural inversion’ (Bowker & Star, 2000). 

Geosocial traces - such as geolocated tweets and Instagram posts – are used by 

scholars from diverse disciplines, such as computer science, geography, physics and 

sociology, to study situated practices – for example, people’s activities in the 

neighbourhoods of a city. Through discussing how geosocial traces are positioned as 

data (cf. Venturini et al., 2018) to enable varied ‘geographic imaginations’, this 

paper contributes to two topics in STS. First, it helps STS to explore 

interdisciplinary data practices, beyond disciplinary enclaves (Edwards et al., 2011). 

Second, studying how similar traces get positioned as data through various 

disciplinary – epistemic - cultures can help understand diverse values, valuations, 

and evaluations of black boxing and infrastructural inversion, and the role of human 

and non-human aspects of assemblages thereof (Aragona, et al. 2018). Black boxing 

can enable scholars from diverse backgrounds to perform ‘computational social 

science’, which may have aesthetic, political and epistemic value for them. 

Infrastructural inversion can happen through friction – for example, when ‘standard’ 

data models don’t ‘fit’ the data. On the other hand, some aspects of data 

assemblages, such as flickr users’ skill or the ‘everydayness’ of Instagram posting 

are exposed and positioned as values that show the ‘relevance’ of research 

endeavours. Hence, infrastructural inversion isn’t necessarily related to friction. 
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Part-of-speech (POS) tagging is at the basis of many Natural Language pro-
cessing tasks. In the last decades, a huge number of researches has been done
in this field and algorithms can reach high level of correct POS tags in a se-
quence. However, the increasing use of Internet and the explosion of blogs and
microblogs changed the way people communicate and POS taggers, trained on
structured corpora, lose ability to catch this new tendency (Nand and Perera,
2015). In fact, the most famous algorithms to POS tag are based on Markov
Models and thus, they estimate the probability of an unknown tag given the
knowledge of previous POS tags and the word’s structure. The aim of this
work is to predict the unknown POS tag only evaluating the sequence of POS
tags, thus, avoiding the probability of a POS tag given the word itself. The
statistical model used to reach this goal is the Bayesian Network (BN). The
graphical structure of the BN is derived from the data though a score based
algorithm identified thanks to a 10-fold cross validation analysis (Scutari and
Denis, 2014). Then, the estimated BN is used to predict the probability dis-
tribution of the unknown POS tag and the predicted POS tag is the one corre-
sponding to the mode of its distribution. The dataset over which this approach
is applied is the well-known Brown Corpus, which is composed by more than
one million token related to a huge range of topics as linguistics, psychology,
statistics and sociology. Preliminary results have shown a sufficient ability of
the BN to predict unknown POS tags. Moreover, the Random Forest is consid-
ered as an alternative approach to POS tag prediction; preliminary analysis on
the Brown Corpus have shown poorly performance compared to BNs.
KEYWORDS: Microblogs, Bayesian Networks, Random Forest
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THE ”SENTABILITY”: SENTIMENT ANALYSIS FOR
SOCIAL MEDIA’S ACCOUNTABILITY.

THE CASE OF ENVIRONMENTAL ISSUES IN ITALIAN
MUNICIPAILITIES.
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Due to the expansion of the Internet and Web 2.0 phenomenon, there is a
growing amount of freely opinionated text. Modern techniques in natural lan-
guage processing and machine learning might be useful to investigate impor-
tant aspects of the communication between different authors. In this paper we
aim to analyze the sentiment of citizens related to environmental sustainabil-
ity messages published by Italian Local Government on Facebook.An initial
study, on our sample of 39 municipalities, is performed to detect possible sub-
topic applying Latent Dirichlet Allocation. Then, having a list of posts related
to specific environmental sustainable theme we computed the sentiment of cit-
izens comments (Ortigiosa et al., 2014).In this analysis we decided to focus on
environmental topics because it is a key concept for global and local growth.
Moreover, according to the Agenda 21 action, Local governments play a cen-
tral role since their level of government is the closest to citizens daily lives
(Gesuele, 2016).The main results show an increasing impact of Web2.0 in Lo-
cal Governments direct interaction with citizens but, a divergence of interest
in environmental topics between the two actors.
KEYWORDS: Facebook, municipalities, NLP, text mining
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