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Abstract

In the design of complex systems, model-checking and sat-
isfiability arise as two prominent decision problems. While
model-checking requires the designed system to be provided
in advance, satisfiability allows to check if such a system even
exists. With very few exceptions, the second problem turns
out to be harder than the first one from a complexity-theoretic
standpoint. In this paper, we investigate the connection be-
tween the two problems for a non-trivial fragment of Strategy
Logic (SL, for short). SL extends LTL with first-order quan-
tifications over strategies, thus allowing to explicitly reason
about the strategic abilities of agents in a multi-agent system.
Satisfiability for the full logic is known to be highly undecid-
able, while model-checking is non-elementary.

The SL fragment we consider is obtained by preventing strate-
gic quantifications within the scope of temporal operators.
The resulting logic is quite powerful, still allowing to express
important game-theoretic properties of multi-agent systems,
such as existence of Nash and immune equilibria, as well as to
formalize the rational synthesis problem. We show that satisfi-
ability for such a fragment is PSPACE-COMPLETE, while its
model-checking complexity is 2EXPTIME-HARD. The result
is obtained by means of an elegant encoding of the problem
into the satisfiability of conjunctive-binding first-order logic,
a recently discovered decidable fragment of first-order logic.

Introduction

Model checking and satisfiability are two of the most promi-
nent decision problems in logic. Many questions in various
branches of Computer Science, from Formal Verification, to
Database Theory and Artificial Intelligence, can be solved by
encoding them as instances of these problems for a suitable
logic. Some examples are verification of hardware and soft-
ware, planning and scheduling, query containment, reactive
and controller synthesis.

In general, given a logic £, a class of structures C over
which L is interpreted, and a formula ¢ € L, the first problem
asks whether a given structure M € C makes the formula ¢
true, while the second one requires deciding whether such a
structure exists. The model-checking problem is, then, a typi-
cal verification problem, where a proposed solution, namely
the structure M, is checked for correctness w.rt. the formula
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¢. On the other hand, satisfiability corresponds to a solution
problem, where a correct solution, some witness structure M
satisfying ¢, has to be produced.

From a complexity-theoretical standpoint, satisfiability
is almost always at least as complex as model checking.
For instance, SAT, the satisfiability problem for proposi-
tional logic, is NPTIME-COMPLETE, while the correspond-
ing model-checking problem is in PTIME. Similarly, sat-
isfiability is PSPACE for plain modal logic, while model
checking can be solved in linear time. In the context of
temporal logics, the CTL and CTL”* satisfiability prob-
lems are EXPTIME-COMPLETE (Kupferman, Vardi, and
Wolper 2000) and 2EXPTIME-COMPLETE (Vardi and Stock-
meyer 1985), respectively, while their model-checking prob-
lems are PTIME-COMPLETE and PSPACE-COMPLETE, re-
spectively (Emerson and Clarke 1982) and (Clarke, Emer-
son, and Sistla 1983). Both model checking and satis-
fiability for LTL are PSPACE-COMPLETE (Pnueli 1977;
Gabbay et al. 1980; Sistla and Clarke 1985; Vardi and Wolper
1986). Similarly, the two problems have the same complex-
ity, namely 2EXPTIME-COMPLETE, also for more expres-
sive logics suitable for strategic reasoning in multi-agent set-
tings, such as ATL* (Alur, Henzinger, and Kupferman 2002;
Schewe 2008) and the One-Binding fragment of Strategy
Logic (Mogavero et al. 2012; 2014; 2017), while both prob-
lems are non-elementary for STL (Benerecetti, Mogavero,
and Murano 2013; 2015). These results seem to support the
common sense intuition that solving a problem (finding a
satisfying model) is not easier than verifying the correctness
of a proposed solution (checking that a given model is indeed
satisfying).

The picture is, however, not as simple, since examples
of fragments of known logics whose satisfiability is simpler
than model checking do exist. In (Markey 2002), two frag-
ments are identified for which model checking is PSPACE-
COMPLETE, while satisfiability is NPTIME: the fragment
only allowing for the temporal operators F (eventually) and
X (next); and the one allowing only the operators G (glob-
ally) and S (since). In both fragments no temporal operators
are allowed in the scope of a negation, hence they are not
closed under negation. Therefore, the result holds for very
weak fragments of LTL and the complexity gap rests on the
assumption that NPTIME # PSPACE. For branching-time
logics, the only known results are those in (Goranko and



Vester 2014), where the authors show that satisfiability for
non-trivial fragments of ATL* can be solved in PSPACE. In
the identified fragments no nesting of strategic quantifiers in
the scope of temporal operators is allowed, while full LTL
is permitted in the scope of the strategic quantifications. The
result is obtained by means of model-theoretic arguments
very specific to the particular semantics of ATL*. In partic-
ular, the technique used there heavily relies on the fact that
ATL* only allows for a single alternation of the implicit strat-
egy quantifiers. Even though the authors do not mention the
corresponding model-checking problems, the result entails
that the model checking for that fragment is strictly more
complex, being still 2EXPTIME-COMPLETE.

In this paper we investigate the connection between the
two problems for a non-trivial fragment of Strategy Logic
(SL, for short) (Chatterjee, Henzinger, and Piterman 2007;
Mogavero, Murano, and Vardi 2010). SL extends LTL by
means of two strategy quantifiers, the existential 32 and the
universal Yz, as well as agent bindings (a, =), where a is an
agent and z a strategy variable. Intuitively, these elements
can be respectively read as “there exists a strategy «”, “for
all strategies z”, and “bind agent a to the strategy associated
with 2. The main technical differences between the two log-
ics is that SL considers strategies as first class citizens and
can express properties requiring an arbitrary alternation of
the strategic quantifiers, while ATL* only allows for at most
one such alternation. From a semantic viewpoint, this entails
that ATL* cannot encode arbitrary functional dependencies
among strategies. The ability to encode such dependencies is
crucial to express relevant multi-agent systems.

The fragment we consider, called Flat Conjunctive-Goal
Strategy Logic (FSL[CG], for short), strictly contains all the
ATL* fragments studied in (Goranko and Vester 2014). As
in those fragments, we prevent strategic quantification within
the scope of temporal operators. Essentially, the allowed
formulas are Boolean combinations of sentences in a spe-
cific prenex normal forms, where each sentence ¢ £ @n is
formed by a quantification prefix p and a conjunction 1 of
temporal goals, each one of the form by, with b a binding
prefix and ¢ a LTL formula. In other words, the considered
logic is the conjunctive goal fragment SL[cG] of SL, as in-
troduced in (Mogavero, Murano, and Sauro 2013), where
quantifications are not allowed within temporal operators.
The main result of the paper is that satisfiability in this frag-
ment can be solved in PSPACE, a strictly lower complexity
than the corresponding model-checking problem, which re-
mains 2EXPTIME-COMPLETE. Clearly, since FSL[CG], like
SL, allows for arbitrary alternation of quantifiers, the tech-
nique used in (Goranko and Vester 2014) cannot be applied.
The result is obtained, instead, by exploiting a characteri-
zation of the semantics of FSL[CG] in a fragment of FOL,
called FOL[CB], whose satisfiability was recently proved to
be in ¥ (Bova and Mogavero 2017). Even though the naive
translation is exponential in the size of the original formula,
a non-deterministic SMT-like procedure, which uses LTL
as the background theory, can be defined that only requires
polynomial space, hence delivering a PSPACE upper bound.

The significance of the result is twofold. On the one hand,
it provides the first satisfiability procedure for a fragment of

SL[CB]. To date, the only known satisfiability results for SL
are the undecidability for the full logic (Mogavero, Murano,
and Vardi 2010; Mogavero et al. 2017) and the completeness
for 2EXPTIME for its one-binding fragment SL[1G] (Mo-
gavero et al. 2012; 2017). On the other hand, it identifies an
expressive fragment of SL, rich enough to express impor-
tant game-theoretic properties, such as the existence of Nash
equilibria, or arbitrary alternation of strategic quantification,
whose satisfiability problem can be solved in PSPACE, the
same complexity of classic LTL, and whose model check-
ing is still 2EXPTIME-COMPLETE. The technique used to
prove the result is also quite general and can, we believe, be
extended even to richer fragments.

Preliminaries

We introduce the notion of multi-agent concurrent
game (Alur, Henzinger, and Kupferman 2002), i.e., the math-
ematical structure that describes the interaction between the
agents and the associated properties. Here we rely on defini-
tions similar to those reported in (Mogavero, Murano, and
Sauro 2013; 2014; Mogavero et al. 2017).

A concurrent game structure (CGS, for short) is a tuple
G £ (AP, Ag, Ac, \, St, 7, 50), where AP and Ag are finite
non-empty sets of atomic propositions and agents, Ac and St
are enumerable non-empty sets of actions and states, sg €
St is a designated initial state, and A : St — 24P 5 a
labeling function that maps each state to the set of atomic
propositions true in that state. Let Dc £ Ac™® be the set
of decisions, i.e., functions from Ag to Ac representing the
choices of an action for each agent. Then, 7: St x Dc — St
is a transition function mapping states and decisions to states.
A game structure G naturally induces a graph (St, Mv) with
Mv £ {(s1,82) : 3d € Dc.7(s1,d) = so}, where the finite
(resp., infinite) paths starting at the initial state sg represent
all possible histories (resp., paths), whose set is denoted by
Hst (resp., Pth). A strategy is a function o € Str = Hst —
Ac prescribing which action has to be performed at a certain
history. Given a set of variables Vr, a strategy assignment in
a CGS G is a partial function y € Asg = Vr U Ag — Str
mapping variables and agents to a strategy. An assignment x
is complete if it is defined on all agents, i.e., Ag C dom(x). A
path m € Pth is a play w.r.t. a complete assignment y € Asg
(x-play, for short) if, for all ¢ € N, it holds that (7);41 =
7(();, d), where the decision d € Dc is uniquely identified
by the property d(a) = x(a)((7)<;), for each agent a € Ag,
where (7)<; is the history prefix of 7 up to index 4. The
partial function play: Asg — Pth, with x € dom(play) iff
X is complete, returns the y-play play(x).

Flat Strategy Logic Fragment

Strategy Logic (Chatterjee, Henzinger, and Piterman 2007;
Mogavero, Murano, and Vardi 2010) is extension of LTL
with first-order strategy quantifications 3z and Vx and agent
bindings (a, x) that connect agent a with the adopted strate-
gies x. The logic is geared towards the specification of game-
theoretic properties of multi-agent systems and motivated by
the lack of expressiveness of ATL*. In its full version its sat-
isfiability problem is undecidable (Mogavero, Murano, and



Vardi 2010; Mogavero et al. 2017), while its model-checking
is non-elementary hard. These negative results have triggered
the study of fragments with more favorable computational
properties (see, e.g., (Mogavero, Murano, and Sauro 2013;
2014; P. Gardy and P. Bouyer and N. Markey 2018)). How-
ever, satisfiability has been proved decidable in 2EXPTIME
only for its One-Goal fragment and still undecidable for its
Boolean-Goal fragment (Mogavero et al. 2017). Here we con-
sider a weaker version of this last fragment, where strategy
quantifications and agent binding in the scope of temporal
operators and disjunctions of goals are not allowed. We shall
denote by p = Qn;x1, ...Qn,zs € Qnt, with Qn; € {V, 3},
and b = (a1,21),...,(an,2,) € Bnd, with a; € Ag, re-
spectively, a generic quantification and binding prefix.

Definition 1 (FSL[cG] Syntax). Flat Conjunctive-Goal SL
(FSL[cG]) formulas are built inductively from the sets of
quantifier and binding prefixes Qnt and Bnd and atomic
propositions AP, by using the following grammar:

pr=pAp|eVe|pnwithp e Qnt,
n:=mnAn|bywithb € Bnd,
Yi=peAP | [ AY [PV | X | YUY | YR.

As it is usual for predicative logics, FSL[cG] requires the
notion of free variables and agents in order to formalize
its semantics. Intuitively, by free(¢) we denote the set of
variables that are not bound by any quantifier and agents
for which there is no binding mentioning it in the scope of
a temporal operator, for any FSL[cG] formula ¢ produced
by one of the above rules. For the sake of space, we refer
to (Mogavero et al. 2014; 2017) for the formal definition.

Similarly to ATL”*, the semantics of FSL[cg] is defined
w.r.t. CGS. For a FSL[cG] formula ¢, a CGS G, and an as-
signment x with free(¢) C dom(x), we write G, x, So = ¢
to indicate that ¢ holds at the initial state of G under y. The
semantics of FSL[cG] formulas involving atomic proposi-
tions, the Boolean connectives —, A, and V, as well as the
temporal operators X, U, and R is defined as usual. Although
equivalent to the one reported in (Mogavero et al. 2014;
2017), the formalization for strategy quantifications, agent
bindings, and play evaluation is reported for completeness.

Definition 2 (FSL[cG] Semantics).

1. For a variable x € Vr and a formula ¢, we set that:
* G,x = Jx.¢ if there is a strategy o € Str such that
G, Xz ol = ¢
* G, x E V.9 if, for all strategies o € Str, it holds that
G, Xz =0l = o
2. Foran agent a € Asg, a variable x € Vr, and a formula
¢, we setthat G, x = (a, )¢ if G, x[a — x(2)] E ¢.
3. Finally, for a complete assignment x and a LTL formula
W, we set that G, x |= ¥ if play(x) [=urL 4.

In (Alur, Henzinger, and Kupferman 2002) it has been
proved that the model checking of a single state formula
of the form ((A))y, with ¢ pure LTL, is 2EXPTIME-
COMPLETE. Obviously, this formula belongs to FSL[cg],
by using the standard embedding of ATL* into SL[1g],
which is a fragment of SL[cG] (Mogavero et al. 2014).

Indeed, ((A))t) is equivalent to the SL[lG] sentence
Azq - xVeipr - - T lag,, 1) - - (a4, Tn ), where A =
{aj,,...,a;, }. Thus, the next theorem follows immediately.

Theorem 1 (FSL[cG] Model Checking). FSL[cG] model-
checking problem is 2EXPTIME-HARD.

Beside enjoying a decidable and even PSPACE satisfiabil-
ity problem, as we shall show shortly, FSL[cg] is an interest-
ing fragment as it allows to express non-trivial game-theoretic
properties of multi-agent systems.

Consider the n agents in Ag = {a1,...,a,}, each one
having a temporal goal described by one of the LTL formulas
Y1,...,1¥,. Then, we can express the existence of a Nash
equilibrium (Nash 1950; Osborne and Rubinstein 1994) via
the FSL[cG] sentence

oNE 2 \/ Jxq -+ F2,Vy . nnE, Where

ACAg
INE = < N bimva, AN Wa)
a; €A a€Ag\A

with b £ H?:l(a,-,m,-) and b; = (as,y) - H?:Lj#(aj, JJJ)
Intuitively, the n agents enjoy a strategy profiles identified
by the variables x1, ..., x, having the property to be a Nash
equilibrium if there is a subset A of them that are not able to
satisfy the desired goal independently of the strategy, while
all the others achieve their goal by sticking to the strategy
specified in the profile. In this way, we are sure that there is
no agent that can improve its payoff by deviating from what
is prescribed in the profile.

An immune equilibrium (Halpern 2011), instead, ensures
the existence of a strategy profile for which a deviation of one
agent from its strategy cannot induce a decrease in the payoff
of a different agent. Also this property can be formalized via
a FSL[ca] sentence as follows:

erp 2 \/ a1 3, Vyne, where

ACAg
nie = (/\ b_‘wa A /\ /\ bi’l/)a>~
ac€A a€Ag\A a;€Ag\a

Intuitively, there is a set of agents A that cannot satisfy their
goals, while all the others can do it, independently of the
deviations of some different agent.

We can also specify the existence of a Nash equilibrium
that is also immune as follows:

eive 2 \/ Jw1-- Iy (e Anne).
ACAg

Finally, we can express the notion of rational synthe-
sis (Fisman, Kupferman, and Lustig 2010; Kupferman,
Perelli, and Vardi 2016), a recent improvement of the classi-
cal reactive synthesis in the context of system design, where
the adversarial environment is not a monolithic block, but a
subset E C Ag of all the agents, each of them having their
own goal. The aim of the environment is thus to oppose the
system agents Ag \ E, while still finding an equilibrium for



its own goals. In case of an immune-Nash equilibrium, we
can formalize this problem via the FSL[cG] sentence

Ors & \/ 3y - 3z, Yy (NrE ANE)-
ACE

The rational synthesis problem w.r.t. immune-Nash equilibria
is solvable if there is a strategy profile for all the agents in
Ag \ E that, once extended with an equilibrium for those
in E, identifies a play that satisfies their corresponding LTL
goals. Note that none of the above properties is expressible
in ATL* (Chatterjee, Henzinger, and Piterman 2007).

Satisfiability Procedure for FSL|cg]

The satisfiability decision procedure for the conjunctive-goal
fragment of flat SL, namely FSL[cg], is based on a first-order
characterization of the associated semantics. More specif-
ically, we show the existence of a computable first-order
sentence fol(y), for each FSL[cG] sentence ¢, that is sat-
isfiable iff ¢ is satisfiable as well (see Theorem 2). This
sentence belongs to a recently discovered decidable fragment
of FOL, namely the conjunctive-binding fragment (FOL[cB],
for short), proved to enjoy a ¥% satisfiability problem (Bova
and Mogavero 2017). Since its length is exponential in the
size of ¢, a direct reduction between the decision problems
of the two logics would merely provide an EXPSPACE pro-
cedure (see Corollary 1). To obtain a lower complexity, we
present a satisfiability criterion (see Theorem 4), whose veri-
fication can be carried out in PSPACE. The pseudo code of
the entire procedure is reported in Algorithm 1. Notice that
PSPACE-hardness easily follows from the fact that FSL[cG]
naturally embeds LTL, whose decision problem is known to
be PSPACE-COMPLETE (Sistla and Clarke 1982).

The idea behind the derivation of fol(y) from ¢ is rather
simple: first we replace every LTL formula 1 in ¢ with
a corresponding fresh first-order relation 7, and, then, we
axiomatize the LTL semantics, by determining which LTL
formulas can be satisfied on the same path for a given la-
beling of the initial state. The intuition is that strategies
in a CGS model of ¢ play the réle of the domain ele-
ments in the first-order model of fol(y) and a relation ry,
is satisfied on an assignment for the first-order variables
iff 1 is satisfied on the play induced by the corresponding
strategies. Formally, fol: FSL[cG] — FOL|[cB] is a func-
tion mapping every FSL[cG] sentence ¢ to a FOL[cB] sen-
tence fol(¢) = trn(p) A axm(ip), where the two functions
trn,axm: FSL[cG] — FOL|[cB] take care of encoding the
two steps described above. Notice that, w.l.0.g., we assume
the input sentences ¢ to be in positive normal form, i.e.,
negation operators only occur inside the LTL part of ¢. The
function trn is defined inductively as follows:

s trn(py Opp2) = trn(p1) Optrn(gs2), for Op € {A, V};
* t(pn) £ ptm(n);
o trn(m A m2) £ trn(n1) A trn(ng);

* trn(b)) £ 1y(t,), where the tuple of variables t, € Vr
is such that its i-th variable (t;); is the one bound in b to
a;, the i-th element in the enumeration of the agents in ¢.

|[Ag|

The translation function trn simply replaces each goal b1,
i.e., an application of a binding prefix b to a LTL formula
1, with an atom 7(t;), where the variables in t, are put in
place of the positions the agents are associated with in the
binding b. Notice that this translation abstracts away the LTL
semantics of the formula 1. As a consequence, two relations
ry, and 7y, can be satisfied on the same strategy assignment,
even though the two corresponding LTL formulas 1 and
cannot hold on the same play, namely the conjunction 11 At
is unsatisfiable. To recover the semantic relation between
the LTL formulas v); and 15 in the first-order encoding we
need to enforce that the conjunction of 7, and ry, cannot
be true on the same assignments, by adding the constraint
VZ. = (1, (£) A 1y, (Z)) to the translation. The axm function
generalizes this argument to arbitrary unsatisfiable set of LTL
formulas. For a given set X of atomic propositions true at the
initial state of a CGS, let

Vy 2 {L C 2" s, A(LURU ﬁ(AP\N))}

contain all those sets of LTL formulas in ¢ that are unsat-
isfiable along the same path. In the following, we abbre-
viate A(L U R U =(AP\R)) with A(L U X), by setting
N £ XU —(AP\R). The axiomatization function produces a
sentence that first guesses the labeling N of the initial state
of the candidate CGS model of ¢ and then, for each set L in
Vy, adds the negation of the conjunction of the correspond-
ing relations, namely VZ.— A\ .y 7y (). This enforces those
relations to not overlap on the same assignments. Formally,
axm(yp) £ \/NQAP vz /\LEVN - /\¢eLTw ().

Let us consider the FSL[cG] formula ¢ g for the exis-
tence of a Nash equilibrium of the previous section. Applying
the translation above, we obtain that trn(¢x g) is the disjunc-
tion, for each subset of agents A C Ag, of the sentences
1 -+ 32,y (nk An3), where

1 4
* Ma = Nasea T, (T15 -, o1, Y, Tit1, ..., T) and

. 17% £ /\aEAg\A Twa(xl,...7l'n).

Moreover, if AP is the set of atomic propositions occur-
ring in the LTL subformulas 1),, we have that axm(png) =
VNgAP Vaq---Va, /\Le\/&_' /\weLW(xlv ..., Tp), Where
the set Vy is defined in such a way that L € Vy iff the LTL
formula A\ cr, ¥ A Ay P A Ayeap\x ¢ is unsatisfiable,
with L C {4y, ", : a € Ag}.

We can now prove the first result, establishing the equiva-
lence between the satisfiability of a FSL[cG] sentence ¢ and
of the corresponding FOL[cB] sentence fol(y). Intuitively,
given a CGS G satisfying , we can construct a first-order
model Fg for fol (), where the strategies in G play the réle
of the domain elements in Fg and where a relation 7y, is
satisfied on a tuple of these strategies iff v is satisfied on the
associated play. Conversely, given a first-order structure F
satisfying ¢, we can build a CGS model G for ¢, where the
domain elements in F play the réle of the actions in G and
the plays are uniquely identified by the decision chosen at
the initial state (see Figure 1).



Figure 1: The CGS Gr.

Theorem 2 (FSL[ca] First-Order Characterization). For ev-
ery FSL[cG] sentence ¢, it holds that o is satisfiable iff fol ()
is satisfiable.

Proof. (Only if). Suppose that the FSL[cG] sentence ¢ over
the sets of atomic propositions AP and agent Ag is satisfi-
able. Then, there exists a CGS G = (AP, Ag, Ac, \, St, 7,
s0) such that G = ¢. Now, consider the first-order model
Fg, whose domain F £ Strg contains the possible strategies
of the CGS and where the interpretation of the relations 7y,
is defined as follows: t € 7,79 iff G, x,s0 & ¥, where
x(a;) = t;, for all tuples t € FlA8l, strategy assignments
X, and LTL formulas ¢y € LTL(¢y). Intuitively, a tuple of
strategies t is part of the interpretation of a relation 7y, iff’
the associated play starting from the initial state sg satisfies
the LTL formula 4. It is not hard to prove that Fg = fol(¢),
where we recall that fol(¢) = trn(¢) A \Vycap U, With

Iy .é VZ. ALev, ™ Ayenrs(Z). Let us consider the two
conjuncts separately.

Claim 1. Fg = trn(p) and Fg = O (sy)-

The first part can be proved by a simple but tedious in-
duction on the syntactic structure of the formula trn(y). The
base case, namely G, x, so = by iff Fg,x | ry(ty), for
any strategy assignment Y, directly derives from the defi-
nition of the first-order model Fg, i.e., from the fact that
t e rw]'-g iff G,x,so |E 1, as stated above. For the second
part, suppose, by contradiction, that Fg [~ 15(,). Then,
Fg =34, VLGVMSO)/\UJEL 7 (Z). This means that there ex-

ist a tuple of strategies t € F!28l and a set of LTL for-
mulas L € V() such that t € r,79, for all ¥ € L.
However, by definition of the interpretation of the relations
in Fg, we have that G, x,sg = ¢, for all ©» € L, where
x(a;) = t;. Therefore, there exists a LTL model for the
formula A (L U A(sg) U =(AP \ A(sp))), contradicting the
fact that L € V(4).

(If). Suppose that the FOL[cB] sentence fol(¢) is satisfi-
able and let F be one of its models. Hence, F |= trn(yp)
and there exists a set of atomic propositions X C AP such
that F |= ¢n. We can construct a CGS Gr = (AP, Ag, Ac,
A, St, 7, s0) as follows. The actions are the elements of the

domain of F, i.e., we set Ac 2 F. As a consequence, each
decision function d € Dc is represented by a tuple t € FlAl,
in the sense that d(a;) = (t);, for each agent a;. Moreover
the set of states is St = {so} U Dc x N. Intuitively, the
CGS is formed by an initial state sy and infinite sequences
of states, one for each decision in Dc (see Figure 1). From
s0, following a decision d € Dc, we reach the state (d,0)
that is connect to (d, 1), independently of the decision of the
agents, which is in turn connect to (d, 2), and so on. Formally,
we have 7(sg,d) = (d,0) and 7((d,4),d’) = (d,i + 1), for
all d,d’ € Dc and 7 € N. It remains to define the label-
ing function A. We first need to prove the following claim.
Let t4 be the tuple representing the decision funcion d and
Ly £ {¢) € LTL(p) : tq € ry” } the set of LTL formu-
las v associated with a relation ,,, whose interpretation
contains tg.

Claim 2. A(LgU ﬁ) is satisfiable, for all d € Dc.

Assume, by contradiction, that A(Lg U X) is unsatis-
fiable, for some decision d € Dc. Then, by definition
of the set Vy, it holds that L; € Vy. This implies that
F E = Ayer,mw(ta), since, by assumption, we have al-
ready observed that F |= ¥x. Thus, t,; ¢ m,f , for some
1 € Lg, contradicting the definition of the set L itself.

To conclude the construction of the CGS G #, consider, ﬁ)r
each d € Dc, a LTL model wy of the formula A(Lg U R),
i.e., an infinite word wy € (247) such that wg = A (Lg U

N). Notice that, due to the X = X U —(AP\RX) part of the
formula, we necessarily have (wg)o = N. Hence, the labeling
function can be defined as follows: A\(sg) = X = (wq)o and
A((d,4)) = (wq)iy1, foralld € Dcand i € N.

Claim 3. Gr = ¢.

The claim can be proved by induction on the syntactic
structure of the formula ¢, where, as base case, we show
that F, ¢ |= ry(8) iff GF, X, S0 = by, for all assignments
¢ and x such that the action chosen in ) for a variable x at
the initial state sy equals the one chosen in ¢ for the same
variable, i.e., x(x)(so) = ((x). This easily follows from the
definitions of the transition and labeling functions of Gz. [

The above proof also shows that, if a FSL[cG] sentence is
satisfiable, it is so on a bounded-width model, i.e., a model
with a finite number of actions. This follows from the finite
model property of FOL[cB] (Bova and Mogavero 2017).

Since the length of fol(y) is exponentially bounded by the
size of ¢ and the satisfiability problem for FOL[cB] can be
decided, as mentioned above, in Eg, the next result follows.

Corollary 1 (FSL[cG] Complexity Upper Bound). The sat-
isfiability problem for FSL[cG] can be solved in EXPSPACE.

In order to obtain an exponential improvement on the
above result, we now introduce a satisfiability criterion
for FSL[ca] that can be automatically verified in PSPACE.
First of all, let us consider the Skolem normal form of
the FOL[cB] sentence fol(¢). This can be obtained via

the function fol”: FSL[cG] — FOL[VcB], with fol” (¢) =



trn” () A axm(y), where trn” () computes the Skolemiza-
tion of the FOL[cB] sentence trn(ip). Observe that, being
axm(¢) universal, the Skolemization procedure applied to
fol(y) only affects the trn(y) component. Formally:

s trn” (1 0p 2) = trn" (1) Op trnY(ps), for Op€ {A,V};

. trnv(p 7) % o trng(n), where ¢’ is obtained by removing
all existential quantifiers from g;

. trn\;(m Ang) = trng(m) A trn;(ng);

* trn? (b)) £ 7y(t,,), where the term t, , is obtained by
replacing every existential variable in the term t, with the
associated Skolem function w.r.z. the quantifier prefix p.

Considering again the Nash equilibrium specification
©NE, we have that trn¥ (o) is the disjunction, for each
subset of agents A C Ag, of the sentences Vy(n%' A n%2)
built on the following quantifier-free formulas:

° nXl é /\a,‘EA T_"L[Jai (017 ey Ci—1,Y, G 1y e ey Cn);
* 1R 2 Aaeagia Toa (€155 Cn),

where ¢; is the Skolem constant of the existential variable x;
under the scope of the disjunct identified by A.

The Skolem normal form is used in (Bova and Mogavero
2017) (see Theorems 4 and 5) to obtain a canonical form for
FOL|[cB|, namely FOL[V1B], for which it is possible to define
a YF-verifiable satisfiability criterion. For completeness, a
simple variation of this criterion is reported in Theorem 3.

In order to formalize the criterion, we need to introduce
some necessary notions first. An implicant for a positive
Boolean formula 3 is a subset I € Im(3) of the propositions
occurring in 8 such that I = /. This notion can be easily
lifted to any FSL[cG] or FOL[cB] sentence ¢, by consider-
ing it as positive Boolean formula over the set of sentences
in prenex form pn occurring in ¢. For instance, given the

A

sentence ¢ = E1m V (pan2 A (p3n3 V ©ans)), we have
that Im() = {{p1m}, {92m2, p3m3}, {©2n2, pana}}. For
a set of FOL[cB] prenex sentences U = {©171,. .., ©n7in}>
with Tr(U) we denote the set of terms occurring in all
quantifier-free formulas Mt(U) = {m,...,n,}. For in-
stance, TI‘(U) = {tl, tg,t3} where U = {@17717 pg’l?g}
and Mt(U) = {m,n2} with 1 = r1(t1) A 12(t1),m2 =
7r1(t2)V (r2(t2) Ars(ts)). Finally, for an arbitrary Boolean for-
mula 7 over atoms of the form r(t), we indicate by bool(~)
the Boolean formula over the syntactic relations obtained
from ~ by erasing all the occurrences of the terms, e.g.,
bOOl(T]Q) =7V (7’2 A Tg).

In the following, we will diffusely use the classic notion
of unifiability of terms (Baader and Snyder 2001), where we
intuitively say that a set of terms T = {t1,...,t,} unifies if
there exists a substitution of variables y that, once applied
to each t;, returns the same term t = t!' (see (Bova and
Mogavero 2017) for more details). This notion can be lifted
to sets of quantifier-binding prefix pairs (gb-pairs, for short)
(p,b) occurring in a given FSL[cG] formula ¢ as follows.
We say that a set S = {(p1,b1), ... (©n,bn)} unifies if the

associated set of terms T = {t, ..ty b, } obtained

P1,017
from the application of fol” to  unifies as well.

Theorem 3 ((Bova and Mogavero 2017, Theorem 5)).
For every FOL|VCB] sentence ¢, the following are equiv-
alent: (i)  is satisfiable; (ii) there exists an implicant
J € Im(yp) such that, for all subsets of sentences U C
{V@Z.n; : VZ. \i_, n; € J} whose set of terms Tr(U) is unifi-
able, the Boolean formula | g1y bool(v) is satisfiable.

The intuitive idea behind the criterion stated in the
next theorem is the following. First notice that for a
FSL[cG] sentence ¢ to be satisfiable one of its impli-
cants I = {pim1,...,9onn}t € Im(p) must necessar-
ily exist such that the conjunction A]_; 0,7, is satisfi-
able. Now, it can be shown that if a subset of its gb-pairs
S = {(9iy04i,),-- -, (9ir,0i, )} is unifiable, all the associ-
ated LTL formulas L = {¢;,,...,;, } are verified on at
least one common path. This means that the conjunction
/\;f:1 tb;; must be satisfiable. On the contrary, if S is not
unifiable, it is possible to construct a CGS in such a way that
all LTL formulas in L are verified on different paths. In the
following, given an implicant I and gb-pairs set S, let AIS
contain all the formulas v; such that (p,b;) occurs in S and
bj1b; occurs in some sentence o A7_, b;v); in L.

Theorem 4 (FSL[cg] Satisfiability Characterization). For
every FSL[cq] sentence @, the following are equivalent: (i) ©
is satisfiable; (ii) there exist a subset of atomic propositions
N C AP and an implicant 1 € Im(p) such that, for all

unifiable sets of gb-pairs S C {(p, b;) : p/\?:1 b € I},
the LTL formula \(AF U N) is satisfiable.

Proof. By Theorem 2, ¢ is satisfiable iff fol(p) is satis-
fiable. Thus, due to the standard first-order Skolem The-
orem, we have that the original FSL[cG] sentence is sat-
isfiable iff the FOL[vcB] sentence fol”(y) is. Thanks to
the satisfiability characterization reported in Theorem 3,
we have that ¢ is satisfiable iff () there exists an im-
plicant J € Tm(fol”(¢)) such that, for all subsets of
sentences U C {Vf.rwi (Tpp,) 1 VI /\;":1 1y, (Eop,) € J}
whose set of terms Tr(U) is unifiable, the Boolean formula
A~ eme(uy bool(7) is also satisfiable. Hence, to conclude the
proof, we just need to show that the two statements (*) and
(ii) are equivalent. To do this, recall that fol” (¢) = trn" () A
VNgAP Py, where 9y £ V7. /\LeVNﬁ /\weLn/,(:f).

(Only if). For the forward direction, we show how to
extract from the implicant J of fol”(p) satisfying (),
whose existence is assumed by hypothesis, two sets N
and T satisfying the statement (ii). Since J € Im(fol” (),
there must exist a subset of atomic propositions 8 C AP
such that ¥y € J. Moreover, J \ {¥x} € Im(trn"(y)).
Therefore, due to the definition of the Skolemized trans-
lation function trn”, the set of FSL[cG] sentences I £
{9 Nii bty € FSLca] : V& N\ 1y, (g 0,) € T\ {Un}}
is an implicant of ¢, ie, I € Im(p). Now,
consider an arbitrary unifiable set of gb-pairs
S C  Alp,bi):p/ A biyi €1} and the associ-
ated set of sentences U C J defined as follows:
U2 (V2 AL, 7, (Bos) €1+ (90i) €S} U {0},



By definition of unifiability for S, we have that the set
of terms Tr(U) is necessarily unifiable, since the terms
in ¥y contains only variables and cannot obstruct the uni-
fication. As a consequence, by (x), the Boolean formula
B = N, emy(u)bool(7) is satisfiable, where one can ob-

serve that § =

Noz.ry, (5, )€U\ o} T A\ DOOI(IR) =
/\weAIS ry Abool(dy), with bool(Jy) = /\LEVN_‘ /\weL Ty
At this point, it is easy to see that the LTL formula A (Af UR)
is also satisfiable. Indeed, if this were not the case, we would
have, by definition of the set Vy, that AIS € V. But this in
turn would imply that g is unsatisfiable, contradicting the
hypothesis on the truth of (x).

(If). For the opposite direction, we derive a set J satisfying
the statement (%) from the existence of a set of atomic
propositions X and the implicant I of ¢ satisfying (ii). As
first step, consider the set of FOL|VCB] sentences J =

{Vf /\?:1 Ty, (Ega,bj) € FOL[vca] : p/\?:l bjl/)j S I} U
{Un}. By definition of the Skolemized translation

function trn”, we have that J € Im(fol”(y)), since
I € Im(p) and {Ix} € Im(Vycapx). Now, let

U C {Vf.n/,i (tpp,) VI Ny g, (Epp,) € J} be an arbi-
trary set of sentences whose set of terms Tr(U) is unifiable. If

Ux ¢ U, the Boolean formula 8 = A\ s (1) bool(7) does

not contain negated relations, thus, it is trivially satisfiable.
If, on the other hand, ¥x € U, consider the set of gb-pairs

s 2 {(p,bi) Lo NIy by € TAVE.ry, (E,,) eU}
associated with U. By construction, it holds that S
is unifiable. Therefore, by assumption, we have that
the LTL formula AAF U X) is satisfiable. Hence,
by definition of Vy, it is immediate to observe that,
for every L. C A? it holds that L. ¢ Vy. Moreover,
B = A emequ) bool(v) = /\weAIS 7y N ALevy ™ Nyer -
Consequently, the Boolean formula S is satisfiable, as
required by the statement (). O

Algorithm 1: FSL[cg] Satisfiability Procedure.

signature sat: FSL[cG] — B
function sat(p)
1 | sat < ff
foreach X C AP and I € Im(y) do
sat < tt

foreach S C {(p, bi) 1 o Nj—y bty EI} do
if S unifiable then

if not sat; 7 (A\(AS U AR)) then
Lsat — ff

w N

[N T Y

break

9 gif sat then break
10 greturn sat

Algorithm 1 reports a procedure that, for any FSL[cG]

sentence ¢, verifies the corresponding criterion stated in The-
orem 4. More specifically, the existential search for both a
set of atomic propositions N and an implicant I of ¢ is done
at Line 2, while the universal search for a unifiable set of
gb-pairs S is performed at Lines 4 and 5. Finally, the LTL
satisfiability test is performed at Line 6.

The next corollary immediately follows from the fact that
the three set variables X, I, and S used in the algorithm only
require a number of bits that is polynomially bounded by the
length of ¢. The external call to the LTL solver only needs

polynomial space in the input formula A (Af U AR) (Sistla
and Clarke 1982), whose length is polynomial in the size of
0.

Corollary 2 (FSL[cg] Satisfiability Complexity). The satis-
fiability problem for FSL[cG] is PSPACE-COMPLETE.

As a final remark, observe that, although the FSL[cG]
sentences used to formalize Nash and immune equilibria, as
well as rational synthesis, are exponential in the number of
agents, their satisfiability can still be checked in PSPACE.
Indeed, every disjunct has polynomial size in the number of
agents, and, given the set of agents A, can be computed in
PSPACE independently of the other ones. Thus, we can apply
Algorithm 1 to each of them separately and determine if it
returns true for at least one. The same holds for any FSL[cG]
sentence ¢ in disjunctive normal form, i.e., where ¢ can be
viewed as a DNF Boolean formula over the atoms 7.

Discussion

We have studied the relationship between model-checking
and satisfiability in Strategy Logic. In particular, we identi-
fied a fragment of SL that allows for conjunction of goals but
prevents strategic quantifications and agent bindings within
temporal operators. From a semantic viewpoint, this restric-
tion inhibits agents from changing their strategies during an
execution. Despite this limitations, the resulting logic is still
expressive enough to encode relevant game-theoretic proper-
ties of multi-agent systems, like existence of Nash equilibria.
As a main contribution, we have shown that the logic enjoys a
PSPACE-COMPLETE satisfiability problem, while its model-
checking problem is strictly harder, being 2EXPTIME-HARD.
This also provides the first decidability result for satisfiability
in SL, other than the One-Goal fragment SL[1G].

Our result is, in a sense, a non-trivial generalization of
the one reported in (Goranko and Vester 2014), where the
authors prove the same bounds for a fragment of ATL* that
is much weaker than FSL[cg]. It also requires a more pow-
erful proof technique, since the one used in there rests on
model-theoretic properties of ATL* that are not shared by
FSL[cg]. In particular, the fact that FSL[cG], unlike ATL*,
allows for arbitrary alternation of quantifiers and conjunc-
tions of different goals makes the argument of (Goranko and
Vester 2014) inapplicable to our case. The approach followed
here, instead, is to translate formulas of FSL[cG] into eq-
uisatisfiable formulas in FOL[cB], the conjunctive-binding
fragment of FOL, whose decidability in $§ was recently
proved. The reduction approach used for FSL[cG] does not
depend on the specific syntactic features of the logics and
can be applied to more expressive fragments of SL[BG]. In



particular, we conjecture that we can allow the nesting of
strategy quantifications inside the first argument of a release
operator or in the second argument of an until operator while
still preserving a PSPACE satisfiability procedure.

Theorem 1 and Corollary 2, showing that satisfiability
can be easier than model-checking, witness an already rare
phenomenon. Even more so, considering that the SL frag-
ment involved is still quite powerful. In general, however, a
clear understanding of the actual relationship between model-
checking and satisfiability is not only interesting from a theo-
retical perspective, but it may also carry important practical
consequences. Indeed, the usual approach to system design
is to manually produce the system first and, then, check that
it satisfies some required properties. The checking phase can
in some cases be automated, by using, for instance, a model-
checking procedure. A second, more appealing, approach is
to directly synthesize the system starting from the desired
property alone. This could be done by solving, when decid-
able, a satisfiability problem for that property and taking the
witness model produced by the decision procedure as the
desired system. Given the often much higher complexity of
solving satisfiability, the first approach is almost always the
most convenient, if not the only feasible one, despite the
cost of the manual design. An immediate consequence of
our result is that automatically synthesizing a multi-agent
system satisfying properties expressible in FSL[cG] is not
only a viable option, but actually preferable to the first design
approach also from a complexity-theoretical viewpoint.
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