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Abstract. This paper presents an exploration of the role of explana-
tions provided by robots in enhancing transparency during human-robot
interaction (HRI). We conducted a study with 85 participants to in-
vestigate the impact of different types and timings of explanations on
transparency. In particular, we tested different conditions: (1) no ex-
planations, (2) short explanations, (3) detailed explanations, (4) short
explanations for unexpected robot actions, and (5) detailed explanations
for unexpected robot actions. We used the Human-Robot Interaction
Video Sequencing Task (HRIVST) metric to evaluate legibility and pre-
dictability. The preliminary results suggest that providing a short expla-
nation is sufficient to improve transparency in HRI. The HRIVST score
for short explanations is higher and very close to the score for detailed
explanations of unexpected robot actions. This work contributes to the
field by highlighting the importance of tailored explanations to enhance
the mutual understanding between humans and robots.
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1 Introduction

As robots become collaborative partners in various human-centered domains,
researchers strive to facilitate clear understanding and control for people while
enabling robots to interpret human cues, and accordingly adapt their behav-
iors [1, 2]. This is particularly important because transparent communication
between humans and robots fosters comfortable and effective collaboration [3,4].
While previous studies have examined different cues to make human-robot inter-
action more transparent [5, 6], our focus is on verbal interaction and the role of
explanations. Verbal communication is vital in enhancing the clarity and success
of an HRI [7]. Our long-term goal is to explore strategies that empower effective
communication between humans and robots both during activities performed in
collaboration and not [8].

Focusing on evaluating the effectiveness of explanations in promoting trans-
parency in HRI, we propose five different conditions of explanations that aim
to evaluate the explanations based on the content and timing in which they
are provided. We use the HRIVST (Human-Robot Interaction Video Sequenc-
ing Task) [9] measure to evaluate the legibility and predictability of very simple
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scenarios where a robot has “to fold” and “pick and place” some clothes. In this
scenario, the robot may exhibit errors or have unexpected behaviors.

We recruited 85 participants and filtered the people in our quality check pro-
cess. The outcomes indicate that the highest transparency score is attributed to
providing short explanations in real-time. Notably, the second-highest score cor-
responds to situations where detailed explanations are provided upon a change
in the robot’s plan. In this study, we provide an evaluation of the multifaceted
relationship between HRI explanations and transparency, and as a consequence,
we identify which type of explanation contributes to improving people’s trust
in and understandability of robots through systematic experimentation and by
using the HRIVST metric.

2 Related Work

Transparency allows humans to be aware of the state of a robot and assess the
progress of tasks [10]. One way of providing transparent interaction is by using
explanations. Explanations in HRI refer to a robot providing justifications or
reasons for its decisions or actions. These explanations enhance user perceptions,
justify the robot’s reliability, and increase trust [11]. This paper addresses two
main aspects of robot explanations: the content of the explanation and the timing
of when the explanation is provided. It explores how the information conveyed in
the explanation and the moment it is delivered impact the interaction between
people and robots.

A relevant study [12] presented an experiment involving 366 participants to
explore whether robots should provide explanations and examine the attributes
of a desired explanation. These attributes encompass timing, the significance of
engagement, resemblance to human explanations, and the act of summarization.
The findings revealed a consensus among participants that robot behavior war-
rants explanation across the scenarios. It is to be noted that people’s preferred
mode of explanation aligns with how humans explain things in context. Partici-
pants appreciated concise summaries and preferred the robot to respond to only
a limited number of follow-up questions.

While explanations alone may not significantly impact perceived competence
intelligence, likeability, or safety ratings of the robot [11], they do contribute
to the perception of the robot as more lively and human-like [11]. There are
different types of explanations for HRI. One study evaluated the effectiveness
of contrastive, causal, and example explanations in supporting human under-
standing of Artificial Intelligence (AI) in a hypothetical scenario [13]. Another
study proposed a framework for generating explanations in autonomous robots
focusing on presenting the minimum necessary information to understand an
event [14]. Additionally, research on progressive explanations aims to improve
understanding by limiting cognitive effort at each step [15]. Furthermore, human-
like explanations based on the probability of success have been explored to make
explanations more understandable for non-expert users [16].
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Unlike prior research on robots explaining after being asked, this paper fo-
cuses on proactive explanations generated before actions are executed. The study
investigates how these proactive explanations influence human-robot trust dy-
namics [17]. Prior work has shown that explanations, especially those of a com-
plex nature, should be made in real-time during the execution of tasks. This
helps spread the information to be explained and reduces the mental workload
of humans in highly cognitively demanding tasks [18]. Moreover, the order in
which the information is presented in an explanation or the progressiveness of
the explanations can contribute to better learning and understanding [19].

3 Explanation Types

In this work, we want to focus on different explanation types based on the
content size. In particular, we considered the following types of explanations to
identify the most effective strategies for enhancing mutual understanding and
trust between humans and robots:

– Labeled Explanation: Labeled explanations are presented as succinct la-
bels, where each label corresponds to a specific robot action. For example,
if a robot is observed moving towards a door, the accompanying labeled
explanation would be “MOVE”. This concise explanation encapsulates the
essence of the robot’s action in a single keyword, making it an easily gras-
pable reference (see Figure 1a).

– Focused Explanation: The focused explanation involves crafting sentences
succinctly conveying the robot’s actions while maintaining clarity and di-
rectness. For instance, if a robot is seen moving toward a door, the focused
explanation would be, “Move towards the door”. This approach provides
a more detailed description than the labeled explanation while remaining
concise and to the point (see Figure 1b).

– Comprehensive Explanation: Comprehensive explanations represent a
more elaborate form of communication. In this type, sentences are con-
structed to encompass not only the robot’s action but also additional contex-
tual information that aids in understanding the intent and purpose behind
the action. For example, if a robot is observed moving toward a door, the
comprehensive explanation would provide a detailed description: “Move from
the room’s right side to the left to open the red door.” This in-depth narra-
tive offers a holistic view of the robot’s actions and underlying motivations
(see Figure 1c).

4 Methodology

For this study, we selected four videos where a robot performs a simple task.
Each task consists of two or more actions. We use three videos in which the
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(a) Labeled (b) Focused

(c) Comprehensive

Fig. 1: Examples of explanation types for Video 4: (a) “Fold”, (b)“Folding the
cloth”, and (c) “Taking one end of the cloth to fold”.

robot picks and places a cloth and a fourth video in which the robot folds a
cloth. Table 1 shows the description of the four videos.

Participants were tested with one of the following five different conditions:

– No Explanation: In this condition, the videos do not have any explana-
tions. By observing participants’ reactions and understanding when no ex-
planation is provided, we establish a baseline for measuring the impact of
explanations on transparency (see Figure 2e).

– Focused Explanation: The second condition involves providing partici-
pants with short explanations accompanying the videos. These explanations
are designed to succinctly describe the robot’s actions while the actions are
being performed. This real-time provision of information aims to enhance
transparency by offering immediate insights into the robot’s intentions and
tasks (see Figure 2a).

– Comprehensive Explanation: Participants will receive detailed explana-
tions in this third condition. Similar to the above condition, these explana-
tions will be delivered in real-time while the robot is engaged in its actions.
The comprehensive nature of these explanations intends to provide a deeper
understanding of the robot’s actions, including contextual details that con-
tribute to transparent communication (see Figure 2b).

– Alerted Focused Explanation: The fourth condition introduces a novel
element of explanation timing. Here, the focused explanations will be pro-
vided to alert the human observer about the robot’s actions. This condition
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Table 1: Description of each video
No. Videos Description

1 Video 1 A robotic arm moves to the right side of the table. The robot picks
up the folded cloth and moves to the left side of the table. The robot
places the folded cloth on top of another cloth.

2 Video 2 A robotic arm moves to the right side of the table. The robot picks up
the folded cloth. The cloth gets unfolded. The robot stops and moves
toward the human. The robot hands over the cloth to fold it up.

3 Video 3 A robotic arm moves to the right side of the table. The robot picks up
the folded cloth very slowly without unfolding it. The robot carefully
places the folded cloth on top of another cloth.

4 Video 4 A robot folds the cloth vertically and flats it. Then, it folds the cloth
horizontally from the left side and right side. Then, it picks up the
cloth and moves it to the other side of the room to put it into another
table.

is especially relevant in scenarios involving robot failures or changes in plan
of action. By focusing on the importance of explanations during these crit-
ical moments, we aim to ascertain the impact of timely explanations on
transparency and overall human-robot interaction (see Figure 2c).

– Alerted Comprehensive Explanation: The fifth condition also focuses
on the timing of the explanation. However, comprehensive explanations are
provided instead of focused explanations to alert the observer. This condition
aims to validate by giving details of the robot’s actions to understand the
change of plan (see Figure 2d).

4.1 Evaluation

We used the HRIVST to test if a robot’s behavior is understandable to humans.
The HRIVST metric is a subjective measure to evaluate the legibility of a robot’s
behavior by assessing individuals’ capacity to discern goal-oriented actions [9].
The methodology involves segmenting the videos into several distinct clips, each
corresponding to an action executed by the robot or the involved individuals
during the interaction. Participants are prompted to view these video clips and
arrange them in the order that reflects the chronological sequence of task actions.
Participants could repeatedly watch the clips, enabling them to grasp the action
sequence accurately and familiarize themselves with the task.

Participants were required to complete a brief questionnaire following each
video clip to indicate the robot’s intention, their expectation of the robot’s ac-
tions, and their confidence level in attributing the robot’s intention (i.e., whether
it was difficult or easy).

The cumulative HRIVST score is derived from two components: the outcome
of the logical sequence task, ranging from 0 to 6, and the responses provided
in the questionnaire, which also have a potential range of 0 to 2. These two
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(a) Focused (A: Picking the cloth, B: Plac-
ing the cloth)

(b) Comprehensive (A: Picking the cloth
from the right side, B: Placing the cloth
on the left side)

(c) Alerted Focused (A: , B: Placing the
cloth)

(d) Alerted Comprehensive (A: , B: Plac-
ing the cloth on the left side)

(e) No Explanation (A: , B: )

Fig. 2: Comparison of explanation in the five conditions for Video 2.

components constitute the total HRIVST score for each video, yielding a possible
score range of 0 to 8. The scoring mechanism for the logical sequence task is
designed as follows:

– Both the first and last video clips are each assigned 2 points.
– For the others, if a participant correctly orders them in the sequence, they

are awarded 2 points divided by the number of remaining clips.

For instance, in a video composed of 4 clips, the first and last clips would be
worth 2 points each, while each centrally positioned clip would carry a potential
value of 1 point if accurately sequenced.

5 Preliminary Results

The study was conducted online. The obtained participant distribution thus far is
as follows: 30 participants in the “No Explanation” condition, 12 in the “Focused
Explanation” condition, 21 in the “Comprehensive Explanation” condition, 10
in the “Alerted Focused Explanation” and 12 in the “Alerted Comprehensive
Explanation” condition. Control questions were employed to ensure data qual-
ity. Consequently, participants providing incorrect responses were filtered out,
resulting in the final participant counts of 21, 10, 14, 8, and 6 for the respec-
tive conditions. The final 58 participants included people of various nationalities.
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Table 2: Descriptive Statistics of the HRIVST for different conditions. For each
video, the highest value is reported in bold.

Conditions Video 1 Video 2 Video 3 Video 4 Average

No Explanation
Mean (SD)

6.23
(2.58)

7.00
(2.00)

6.71
(2.10)

6.57
(2.57)

6.63
(2.31)

Focused Mean (SD) 6.75
(2.10)

6.67
(2.13)

7.50
(1.12)

7.86
(1.30)

7.19
(1.66)

Comprehensive
Mean (SD)

6.76
(2.55)

5.00
(2.35)

5.47
(2.03)

5.75
(2.61)

5.75
(2.38)

Alerted Focused
Mean (SD)

5.5 (0.67) 5.2 (2.32) 6.67
(1.25)

6.45
(1.55)

5.95
(1.45)

Alerted Compre-
hensive Mean (SD)

6.58
(2.51)

7.08
(2.03)

6.38
(2.14)

6.86
(2.22)

6.73
(2.23)

Min - Max 0 - 8 0 - 8 1 - 8 1 - 8

Table 3: T-Statistics for Videos

Video Pair
Mean

Difference
SD

Difference T-Statistics p-value

Video 1 vs Video 2 0.17 -0.43 0.34 0.74

Video 1 vs Video 3 -0.18 -0.18 -0.45 0.66

Video 1 vs Video 4 -0.33 -0.21 -0.80 0.44

Video 2 vs Video 3 -0.36 0.24 -0.63 0.54

Video 2 vs Video 4 -0.51 0.21 -0.89 0.39

Video 3 vs Video 4 -0.15 -0.03 -0.32 0.75

50.94 % of the participants have a Master’s degree as an educational background.
The participants are within the age group of 20 to 40 (avg. 26, st.dev. 4.98).

The HRIVST scores were computed for each video in all five conditions, as
outlined in Table 2. Notably, the “Focused Explanation” condition yielded the
highest HRIVST scores, indicating a higher level of legibility and understanding
compared to the other conditions. However, the results are not statistically sig-
nificant due to the limited number of participants. Hence, these findings provide
only initial insights into the potential impact of different explanation strategies
on transparency within HRI. Video 1 has a higher HRIVST score in “Com-
prehensive Explanation”, Video 2 has a higher in “Alerted Comprehensive Ex-
planation”, Video 3, and Video 4 have higher HRIVST scores in the “Focused
Explanation” condition.

By aggregating the evaluation of the different conditions for each video (see
column Mean (SD) of Table 2), we can observe that Video 2 obtains the lower
score using the HRIVST metrics and is evaluated as the less legible. The robot’s
actions in Video 2 are interrupted by an unexpected error, and it does not
complete its task. This caused a certain uncertainty in understanding the final
goal and made it less legible compared to other videos. The analysis suggests that
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while “Focused Explanations” are generally favorable, in the case of less legible
behaviors, “Comprehensive Explanations” provided only at specific times could
help transparency.

Fig. 3: Comparison of Different Explanation Types

Figure 3 shows the aggregated averages for each condition. While we have a
higher average for the Focused Explanations condition, all the p-values in our
analysis are above the significance level (α = 0.05), which means we do not
have statistically significant evidence to reject the null hypothesis for any of the
comparisons we performed.

Based on our results, providing a “Focused Explanation” while performing
actions and a “Comprehensive Explanation” as the alert explanation can poten-
tially improve transparency in HRI.

6 Conclusions and Future Work

Establishing transparent communication channels is crucial to successful inter-
actions in a world where human-robot collaboration is gaining momentum. Our
exploration into the impact of explanations on transparency within HRI sheds
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light on the significance of effective verbal communication. By delving into the
nuances of explanation types and timings, we have gained valuable insights that
contribute to the overarching goal of seamless collaboration between humans
and robots. The findings from our study, supported by the HRIVST metric,
highlight the influence of “Focused Explanations” on transparency and are in
line with [12]. The increase in transparency scores when providing short expla-
nations underscores the power of clear, concise communication. Additionally,
we observed that “Comprehensive Explanations” accompanying changes in the
robot’s plan could contribute significantly in less legible cases.

As a future work, expanding the participant pool would provide a more
comprehensive perspective on the effectiveness of different explanation strategies.
Moreover, a qualitative analysis of participant feedback could provide deeper
insights into the subjective experiences and preferences surrounding explanation-
driven transparency.

Investigating the interplay between explanations and other cues, such as non-
verbal gestures and visual displays, could unveil synergies that amplify the trans-
parency achieved in HRI. Additionally, the influence of contextual factors, such
as task complexity and familiarity, warrants exploration, as these aspects could
impact the relevance and reception of different explanation strategies.

By continuing to refine and expand our investigation, we aim to contribute
to the ever-evolving understanding of how explanations can enrich human-robot
interactions and pave the way for a future of harmonious collaboration.
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