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ABSTRACT: Modern, nonlinear, time-resolved spectroscopic
techniques have opened new doors for investigating the intriguing
but complex world of photoinduced ultrafast out-of-equilibrium
phenomena and charge dynamics. The interaction between light
and matter introduces an additional dimension, where the complex
interplay between electronic and vibrational dynamics needs the
most advanced theoretical−computational protocols to be fully
understood on the molecular scale. In this study, we showcase the
capabilities of ab initio molecular dynamics simulation integrated
with a multiresolution wavelet protocol to carefully investigate the
excited-state relaxation dynamics in a noncovalent complex
involving tetramethylbenzene (TMB) and tetracyanoquinodi-
methane (TCNQ) undergoing charge transfer (CT) upon
photoexcitation. Our protocol provides an accurate description that facilitates a direct comparison between transient vibrational
analysis and time-resolved spectroscopic signals. This molecular level perspective enhances our understanding of photorelaxation
processes confined in the adiabatic regime and o!ers an improved interpretation of vibrational spectra. Furthermore, it enables the
quantification of anharmonic vibrational couplings between high- and low-frequency modes, specifically the TCNQ “rocking” and
“bending” modes. Additionally, it identifies the primary vibrational mode that governs the adiabaticity between the ground state and
the CT state. This comprehensive understanding of photorelaxation processes holds significant importance in the rational design and
precise control of more e"cient photovoltaic and sensor devices.

■ INTRODUCTION
Photoinduced charge-transfer (CT) reactions are of para-
mount importance across a spectrum of scientific domains,
notably encompassing chemistry, biology, and materials
science.1−7 The complex interplay between nuclear motions
and electronic rearrangement upon excitation requires the
most advanced spectroscopic and computational techniques to
be fully understood. The Born−Oppenheimer approximation,
which conveniently separates electronic and nuclear motions
and the subsequent potential energy surface (PES) definition
and exploration by theoretical methods (i.e., geometry
optimizations and molecular dynamics), becomes often a
starting point for more advanced techniques required to better
understand photoinduced CT and nonequilibrium phenom-
ena. These are crucial to be studied in the more critical PES
regions where nonadiabatic e!ects are prominent, such as
avoided crossings (ACs) and conical intersections (CIs).8−11

At such pivotal geometrical locations, the nonadiabatic
couplings between involved electronic states are key factors
to guide the investigations. In these regions, where the nuclear
and electronic motions are strongly entangled, it is possible to
enable e"cient nonradiative relaxation channels, contributing

to ultrafast electronic and vibrational relaxations, population
exchanges, and radiationless transitions between electronic
states.12−15 These processes are usually ultrafast (typically last
less than 100 fs) and critically influence the rates and ultimate
products of numerous photochemical molecular events.16−21

A deep knowledge of the PES regions around CIs (since CIs
themselves are rare to be encountered directly) is critical since
nonadiabatic phenomena are ubiquitous in the photophysics
and photochemistry of a broad set of photoactive molecules,
encompassing biopolymer components22−27 and novel photo-
voltaic materials.28−34 Various spectroscopic techniques have
emerged as powerful tools for monitoring electronic wave
packet dynamics in proximity to nonadiabatic CI regions,
including two-dimensional electronic−vibrational spectroscopy
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and femtosecond stimulated Raman spectroscopy.12,35−41

These methods facilitate the correlation of electronic and
nuclear degrees of freedom, especially during the initial stages
of the photon absorption and subsequent nuclear rearrange-
ment.35−38 Femtosecond stimulated Raman spectroscopy is a
particularly favored method for studying vibrational coherence
in molecular systems within nonadiabatic regions.39−41

Transient absorption spectroscopy represents another crucial
tool for monitoring the vibrational wave packet dynamics in
proximity to points or seams of PES degeneracy, as observed
during singlet exciton fission and excited-state (ES) isomer-
ization events.29,42,43 In addition, the advent of attosecond
spectroscopic techniques has paved the way for the mapping of
wave packet bifurcation and the discernment of curve
crossings.44−49 These advances have significantly expanded
the exploration of a wide array of physical phenomena,
spanning from the dynamics of large protein assemblies
tumbling in the nanosecond domain to the ultrafast electron
dynamics occurring on attosecond time scales.
However, bridging the gap between time-resolved experi-

ments and their molecular interpretations via theory and
computation is still a challenge. While the rigorous depiction of
femtochemistry in photoexcited systems on a molecular scale is
rendered feasible through quantum dynamics simulations50−52

or quantum classical techniques,53−58 their limitations are
primarily linked to hardware capabilities and the substantial
memory requirements, which impact the duration of
simulations and the size of systems that can be e!ectively
studied. These limitations are particularly noticeable when
large biologically or technologically relevant systems are
investigated within realistic environments. Nevertheless, it is
worth noting that these methods remain valuable for providing
a precise understanding of the fundamental physics underlying
the studied phenomena.59−64 It is also worth noting that these
methods dealing with statistical averages or mean field
potentials require still theoretical developments for providing
a direct connection with time-resolved spectroscopic data.
On the other hand, plenty of information can be indeed

inferred by out-of-equilibrium vibrational relaxation on highly
accurate ab initio defined single PESs, enabling the modeling
of light−matter interactions and subsequent relaxation
dynamics for interpretative purposes and the acquisition of
useful insights that may be experimentally elusive. Thus, in this
work, we propose an extensive theoretical characterization of a
model system for photoinduced CT and its nonequilibrium
dynamics, both in the ground state (GS) and first singlet ES.
We propose to employ density functional theory (DFT) and
its time-dependent version (TD-DFT) to focus on photo-
physical and photoreactive events using a theoretical−
computational protocol developed by us for transient vibra-
tional analysis to provide a molecular interpretation for time-
resolved experiments.61,65−71 The protocol combines ab initio
molecular dynamics simulations72−78 and wavelet trans-
form69,71,79−81 to examine the time evolution of structural
changes in both electronic states, particularly the rearrange-
ment of nuclei to the new electronic density of the CT state
and their ultrafast relaxation from the Franck−Condon region.
In particular, we focus on the time-resolved vibrational
characterization of a noncovalent CT dimer: a donor molecule,
1,2,4,5-tetramethylbenzene (TMB), and an acceptor molecule,
7,7,8,8-tetracyanoquinodimethane (TCNQ, see Figure 1).
TCNQ is a versatile electron acceptor due to its high

electron a"nity and its ability to form CT complexes with

various electron donors, making it relevant in solid-state
chemistry research.82−90 Time-resolved experimental data91
suggests the presence of a tuning mode and a coupling mode
to form the CI and describes the branching space of the
nonadiabatic transition, and the vibrational coupling plays a
critical role in modulating charge recombination even in the
GS, although a full comprehension is still far to be achieved. In
detail, femtosecond stimulated Raman spectroscopy has been
employed by Mathies and co-workers to explore the vibrational
dynamics of the photoinduced CT within this noncovalent
electron-donor/acceptor complex.41,91 In solution, the TMB-π-
TCNQ complex exhibits a broad, featureless CT absorption
band in the range of 600−450 nm, primarily characterized by
an intermolecular excitation from the highest occupied
molecular orbital (HOMO) of TMB to the lowest unoccupied
molecular orbital (LUMO) of TCNQ. This transition suggests
the format ion of a trans ient biradica l species ,

+• •TMB TCNQ , with evidence from Raman spectra.
Transient absorption spectroscopy indicates that the back-
electron-transfer process occurs in about 10 ps.92 Thanks to
the unique capabilities of ultrafast Raman techniques in terms
of time and frequency resolutions, through transient
absorption and resonance Raman (RR) measurements, it was
observed that a low-frequency vibrational mode (peaked at 323
cm−1) is strongly active upon photoexcitation and persists for
about 5 ps. This latter should also be involved in the intensity
and frequency modulation of a higher frequency mode at 1271
cm−1. The strong anharmonic coupling between these modes
potentially results in a conical intersection, allowing non-
radiative relaxation to the thermal equilibrium state.
We unravel the relaxation dynamics and quantify the

anharmonic coupling between vibrational modes with a
specific focus on high- and low-frequency modes. Our
approach allows us to validate the hypothesis that vibrational
coupling of a few and well-defined modes influences and
modulates charge recombination in the GS. We recall here that
since Born−Oppenheimer molecular dynamics cannot handle
trajectories crossing conical intersections and TD-DFT is not
recommended for their static characterization, CIs were not
directly investigated.

■ METHODS
The computational approach adopted in this work relies on a
protocol developed in recent years, which has proven to be

Figure 1. Subunits forming the CT complex (TMB, bottom left, and
TCNQ, top left) with labeling scheme and side view of the
TMB:π:TCNQ electron-donor/acceptor (EDA) complex. Carbons
are reported in gray, hydrogens in white, and blue is for nitrogens.
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robust and reliable in the detailed atomistic and molecular level
description of various chemically relevant problems, ranging
from the reactivity of photoacids in solution81 to the coupling
of solute−solvent vibrational modes in peptide models,66,71
and vibrational relaxation in noncovalent dimers,69,70 to
mention a few examples. Regarding the description of di!erent
computational strategies for nonequilibrium relaxation, we
refer the readers to our previous publication for a more
exhaustive overview.93 The calibration of the potential
represents the first step to be addressed. For our particular
system, some crucial aspects to consider concern the
noncovalent nature and the weak interaction forces between
the two monomers as well as the CT characteristic of the ES of
interest. In this context, methods based on DFT provide a
good compromise between accuracy and computational cost
for characterizing the GS and ES potential energy surfaces.
However, the high conformational freedom of the present case
study limits the complete characterization of the PES through
the sole use of quantum mechanical methods. The cornerstone
tools are ab initio molecular dynamics (AIMD) techniques.
Proper sampling of the GS PES allows exploration of the
conformational space accessible at room temperature, captur-
ing the natural structural evolution of the two monomers and
accounting for their mutual interactions in a more realistic and
comprehensive manner. The GS AIMD also provides access to
inherently anharmonic vibrational normal modes. As detailed
below, a judicious choice of representative points in phase
space enables subsequent sampling of the ES PES and the
associated vibrational analysis in the Franck−Condon region.
The multiresolution analysis protocol based on wavelet
transform localizes signals extracted from AIMD in both
time and frequency domains, facilitating vibrational analysis
under nonequilibrium conditions. This allows observation of
frequency fluctuations over time, considering anharmonicity
and vibrational couplings, providing a valuable tool for
comparison with modern time-resolved spectroscopic techni-
ques. We wish to mention here that there have been several
attempts to extend AIMD-based approaches to enable some
time resolution in the vibrational analysis of nonequilibrium-
photoinduced relaxation by, for example, using short-time
Fourier transform combined with generalized94,95 or by
directly defining the instantaneous96−99 normal modes.
Although, instantaneous normal modes and short-time FT-
based methods are usually valid, sometimes they can su!er
from the fixed frequency−time resolution, while wavelet
transform can provide an intrinsic multiresolution approach.71
The molecular dynamics trajectories for the S0 and S1

electronic states were analyzed in terms of a detailed structural
analysis to quantify the e!ect on each molecular subunit of the
electronic density reorganization upon excitation followed by a
time-resolved vibrational analysis by focusing the attention on
two vibrational modes mainly localized on the TCNQ acceptor
monomer. In the latter case, the theoretical strategy exploited
in this work has been already presented in detail elsewhere by
some of the authors.69,71,81,100 Here, we briefly give a resume:
at any temperature, the generalized normal-like modes
correspond on average to the uncorrelated momenta of atom
groups.100,101 Through ab initio molecular dynamics trajecto-
ries, generalized normal modes can be extracted, and their
power spectra (comparable to IR and Raman profiles) can be
computed by means of the Fourier transform.102−104 For each
step of the trajectory, rotational modes of the system were
projected out by a minimization procedure of the angular

momentum with respect to the orientation assumed by the
molecule in the first time step. In this work, concerning the GS
trajectory, this procedure was applied only for coordinates and
momenta of TCNQ rather than for the entire complex since in
this way, an improved description (less noisy spectra and
smoother peaks) of the vibrational mode composition and
relative spectra was achieved. The generalized normal modes
are computed by the transformation matrix, L, which
diagonalizes the covariance matrix of the mass weighted
atomic velocities, K, with elements

=K
mm

x x x x
2

( )( )ij
i j

i i j j
.

(1)

Indexes i and j run over the 3N atomic Cartesian coordinates
and mi represents the mass associated with the corresponding
Cartesian velocity, xj, collected along the trajectory. The
quantity reported in ⟨⟩ represents the ensemble average
constructed in this work by averaging over the time. The
normal modes have been obtained as eigenvectors of K, while
eigenvalues of K provide averaged kinetic energy for each
mode.
An extension to characterize the generalized normal mode in

the Franck−Condon region and their relaxation dynamics of
such procedure was recently presented by some of the authors
in ref 81. According to this protocol, one or more ES MD
trajectories are collected first, and then we assume that the
normal mode compositions are unchanged with respect to the
GS. This approximation holds in the ultrafast regime of the
relaxation process allowing to project the ES atomic velocities
of the TCNQ and TMB subunits along GS generalized normal
mode vectors to obtain their evolution in the Franck−Condon
region. Generalized mode velocities Q for the corresponding
electronic state of interest are calculated at each time step by
projecting either GS or ES atomic velocities along generalized
normal modes

= †Q t L x t( ) ( )GS/ES GS/ES (2)

where L is the unitary transformation which diagonalizes K and
is assumed fixed for both electronic states. Generalized normal
mode velocity power spectrum Pα(ω) for a given normal mode
can be directly computed via the Fourier transform of its
autocorrelation function105 according to the following
expression

= +P Q Q t t( ) ( ) ( ) e di t
GS/ES GS/ES (3)

where α runs over the 3N generalized normal coordinates, 3
related to translational motions and the other 3 to rotational
collective motions, respectively. Results from ES molecular
dynamics are presented as an average of three trajectories.
To interpret, at the molecular level, the time evolution of a

spectroscopic signal around the Franck−Condon region, a
time-resolved vibrational protocol based on the continuous
wavelet transform (cWT),79,80 is here employed. The wavelet
protocol is particularly advantageous compared to other signal
processing techniques (consider for example the Fourier
transform or its short-time variant) as it allows for analyzing
frequencies at di!erent resolutions, known as multiresolution
analysis, while preserving the information relating to the time
domain as well as to the frequency domain. Considering a
given time-dependent data set D(t), cWT acts on it according
to =W a b D t t t( , ) ( ) ( )da b, , where the ψ function, called the
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wavelet mother function, is normalized and has this
m a t h e m a t i c a l e x p r e s s i o n :

= | | >( )t a a b a( ) ( , , 0)a b
t b
a,

1/2 . The wavelet repre-
sents the basis function and acts as a window function for the
signal processing. It is possible to change the width of the
wavelet function and its central frequency along the entire
time-dependent signal by changing parameter a, proportional
to the inverse of frequency, named the scaling factor. It follows
that an expanded wavelet, with a large value of a, solves better
for low-frequency components of the signal, however, at the
expense of the time resolution. On the contrary, a low value of
the scaling parameter, a, shrinks the wavelet function, resulting
in a better resolution for high-frequency components and time
resolution. Also, b is the translation parameter and shifts the
set of all dilated or compressed wavelet functions along the
time axis. On the basis of previous works,106−109 we have
agreed to use the Morlet wavelet as mother function110 as due
to the nature of the signals extracted from the AIMD
simulations, it provides good accuracy in time and frequency
resolutions.
Initial Points in the Phase Space to Sample the

Franck−Condon Region. The choice of the initial
conditions to sample the ES potential energy surface represents
a crucial point to take into account for a reliable character-
ization of the nuclear relaxation dynamics near the Franck−
Condon region.93 Given the noncovalent nature of the case
study, from a geometrical point of view, a natural choice can be
well represented by the distance between the two subunits
together with specific electronic features. In this regard, we
analyzed the time evolution of the center of mass distances
between the donor and acceptor moieties explored in the GS
(Figure S1 panel A). Such a geometric parameter increases
slightly after 2 ps of simulation and oscillates around 4.00 Å, on
average. To have an additional insight about the relative
distance between the two monomers, we computed the
distance distribution function (reported in panel B of Figure
S1) for which the maximum peak is within 3.800−4.250 Å
close to the average value of 3.983 Å with fluctuations that
demonstrate a certain degree of flatness of the GS PES along
the TMB ↔TCNQ coordinate. From the GS phase space
sampling, we selected three points as starting configurations
and momenta of as many ES molecular dynamics simulations.
The starting points were picked up to reproduce some crucial
structural and electronic characteristics such as (i) C.o.M.
distances representative of the GS sampling (reported as color
bars in panel C of Figure S1), (ii) the total GS and first singlet
ES natural bond orbital (NBO) charges, and finally (iii) the
values of vertical excitation energies for the S1 ← S0 and S2 ←
S0 electronic transitions. The starting geometries including
such parameters are sketched in Figure S2, and a detailed
discussion concerning the C.o.M. time evolution is provided
below.
Computational Details. In this section, we illustrate the

computational details related to static and ab initio molecular
dynamics (AIMD) calculations. Concerning the static
approach, the optimization calculations without any con-
straints, energies, harmonic, anharmonic frequencies, and IR
intensities were performed on the S0 and S1 PESs in the gas
phase starting from at least two molecular guesses. The GS
electronic structures were obtained by solving the Kohn−Sham
equation using the hybrid Becke three-parameter Lee−Yang−
Parr (B3LYP) density functional111−113 and the Coulomb-

attenuating approach (CAM-B3LYP)114 for ESs in its time-
dependent approach. The long-range corrected Coulomb
attenuated hybrid functional class114−118 has been shown to
predict CT and Rydberg-like excitation energies/bands more
accurately due to their high sensitivity to the treatment of exact
exchange119−131 with respect to the hybrid density functionals
(i.e., B3LYP and Perdew−Burke−Ernzerhof-0132,133). Weak
interactions between monomers have been described correct-
ing potentials with Grimme dispersion (GD3).134−139 Since no
vibrational couplings with the vibrational modes of solvent are
expected, we did not account for solvation in our investigation;
furthermore, due to the low dielectric constant of DCM (ϵ =
8.93), the e!ects on geometry, vertical excitations, and so on
were negligible (data not reported). By exploiting the atom-
centered density matrix propagation (ADMP) formalism,72−76

we collected a 10 ps-long GS ab initio molecular dynamics
trajectory after 1 ps of equilibration with a time step of 0.2 fs at
the B3LYP/6-31G(d,p)/GD3 theory level. A temperature of
300 K was enforced by rescaling the nuclear velocities each 1
ps. One of the equilibrium geometries (the less stable one) has
been chosen as the starting point. We performed TD-DFT
single-point calculations on several geometries randomly
extracted from the GS sampling, comparing the performances
of two di!erent basis sets (6-31G(d,p) and 6-31+G(d,p)) for
checking the accuracy of the smaller basis set. The vertical
excitation energy (VEE), oscillator strength, and largest
molecular orbital coe"cients are presented, for 13 geometries,
in Tables S1 and S2, and no significant changes are present.
Comparing the values obtained with two di!erent basis sets, it
is possible to evaluate that the presence of di!use functions on
heavy atoms induces only a slight red shift of the excitation
energies with a maximum discrepancy calculated equal to 0.04
eV.
ES ab initio molecular dynamics simulations, according to

the Born−Oppenheimer (BOMD) propagation scheme,77,78
have been sampled at the CAM-B3LYP/6-31G(d,p)/GD3
theory level for about 7.5 ps simulation time, with a time step
of 0.7 fs starting from three coordinates and momenta sets
chosen from GS-AIMD. All ab initio calculations have been
performed by using the GAUSSIAN suite program.140 In this
paper, the signals processed by cWT (D(t) in the expression
above) are theQ GS/ES extracted from the GS or first singlet ES
AIMD trajectory, this latter considered as an average over the
ES trajectories. The cWT time-resolved vibrational power
spectra are plotted as a perspective map for ease of reading.
The frequency is reported on the y-axis in cm−1, the time is
expressed in fs on the x-axis, and the color scale on the z-axis
represents the magnitude, |W(v,t)|2, of the power spectrum.
The frequency values discussed below were identified by
considering the main signal with the maximum magnitude in
the power spectrum. The resolution in the frequency domain
ranges from ∼5 cm−1 for the CCN bending mode in the low-
energy part of the spectrum (below 500 cm−1) to ∼25 cm−1 for
the CC rocking mode at energies above 1000 cm−1.

■ RESULTS AND DISCUSSION
Structural Characterization by Static and Dynamical

Approaches. The potential energy surface of the loosely
bound complexes is relatively flat, and numerous equilibrium
conformers are expected to be present very close in energy. In
our study, we explored several relative arrangements of the two
monomers (refer to Figures S3 and S4 in the Supporting
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Information). Our focus centered on analyzing the lower-
energy π-stacked minima, while those at higher energy, leading
to dark electronic transitions, as documented in Table S3 in
the Supporting Information, were not further studied. Two
minimum energy structures (see Figure 2) have been

considered for the fundamental electronic state starting from
di!erent geometrical guesses under vacuum and in solvent
(DCM) that di!er negligibly in energy (ΔEvacuum = 1.03 kcal/
mol and ΔEDCM = 0.99 kcal/mol). The most stable
TMB:π:TCNQ complex, named MinS0A, is a π-stacked
structure in which the two rings are not exactly coplanar and
are placed at a distance of the center of mass (C.o.M) of 3.99
Å. On the contrary, the MinS0B geometry shows that the two
monomers retain the face-to-face arrangement, and the two
rings are more overlapped for which the distance between the
center of mass is 0.58 Å less than the previous case.
Both GS minima have been considered as starting points for

geometry optimization in the first singlet ES (top panel of
Figure 2). Upon photoexcitation, the equilibrium structure
relaxes and adapts its geometry toward a structural arrange-
ment consistent with the new electron density. We found that
the energy di!erences are similar in magnitude to the GS case,
but the MinS1B, for which the two monomers are at 3.48 Å,
turns out to be more stable (ΔE = 0.96 kcal/mol). The TCNQ
monomer in MinS1A appears to be more significantly displaced
from the donor monomer, TMB. Therefore, the distance
between the centers of mass is calculated to be 4.43 Å. For this
latter, the acceptor monomer adopts a visible distorted boat
shape, bended toward the TMB molecule. The di!erence of
the bond lengths calculated in both electronic states for the
two minima considered are reported in ESI under Figure S5. It
can be summarized that the TCNQ acceptor monomer passes
from a typically quinoid structure to a benzenoid-like one.87,89
The TMB donor monomer (Figure S5, bottom), yielding
electronic density due to excitation, undergoes mainly
structural changes involving the aromatic ring that rearranges
significantly toward an quinoidal structure.

We analyzed the nature of electronic transitions in terms of
molecular orbital compositions by performing time-dependent
DFT calculations simulating the optical absorption spectrum of
the TMB:π:TCNQ-isolated CT complex. TD-DFT calculation
predicts that the S1 ← S0 transition is purely a HOMO−
LUMO transition at 542 nm (2.29 eV, f = 0.184) for the most
stable conformer (MinS0A) and 573 nm (2.16 eV, f = 0.047)
for the second one, both centered within the experimental
UV−vis long wavelength band recorded in DCM solution.
Frontier molecular orbitals, HOMO and LUMO, reported in
Figure 3 are located on donor and acceptor monomers,

respectively, implying that the first singlet ES exhibits a clear
CT characteristic. Although MO isosurfaces are very
informative, we performed a natural bond order population
analysis to have quantitative insights on the electronic
rearrangement of the TMB:π:TCNQ complex upon photo-
excitation. In the GS, we find a discrete charge separation for
both molecular complexes: ±0.128e for MinS0A and ±0.095e
for MinS0B (the minus sign it refers to the TCNQ molecule)
that rules the weak interactions between the two monomers
and allows the formation of π-stacked dimers. In the ES, the
charge distribution changes drastically, and we find, for both
minima, a charge separation close to 1e (MinS1A ± 0.948e and
MinS1B ± 0.949e), suggesting the formation of a biradical
species in which the TCNQ received an electron ( •TCNQ )
from the donor monomer (TMB → +•TMB + 1e−). These
trends are in agreement with the experimental hypothesis.91
The results shown here exemplify the main role of the
photoexcitation on this noncovalent intermolecular CT dimer.
The vibrational analysis, in the harmonic approximation, was

mainly focused toward the identification of the two normal
modes: the in-plane CCN bending and the CC rocking mode
associated with the TCNQ monomer, which are supposed to
be the driving force of the ES reactivity due to the anharmonic
coupling between them.91 The composition of normal modes
computed in the GS and first singlet ES is depicted in Figure 4
for MinS0B, as an example. The whole vibrational spectra of the
TMB:π:TCNQ EDA complex computed in the gas phase on
the S0 and S1 electronic states are shown in Figure S6 in the
Supporting Information.
In the same fashion, we also provide a comprehensive and

quantitative analysis of various structural parameters of the CT

Figure 2. Representative GS minimum energy structures named
MinS0A,B from bottom left to right, respectively, computed in the gas
phase at the B3LYP/6-31+G(d,p)/GD3 theory level. First singlet ES
energy minima, from top left to right, computed in the gas phase at
the CAM-B3LYP/6-31+G(d,p)/GD3 level named MinS1A,B, respec-
tively. The center of mass of each monomer is represented as a purple
sphere.

Figure 3. HOMO and LUMO molecular frontier orbitals (isovalue =
0.02) involved in the S1 ← S0 electronic transition computed in the
gas phase at CAM-B3LYP/6-31+G(d,p)/GD3 for the two minima
MinS0A,B, from left to right, respectively.
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complex performed this time by GS and ES AIMD trajectories
taking into account bond lengths, bond angles, and dihedrals.
The normal distributions of selected bond lengths of the single
TCNQ (Figures S7 and S8) and TMB (Figure S9) molecules
have highlighted the greatest structural di!erences passing
from the GS to the ES PESs. The main structural changes
found mostly concern the double bonds inside the acceptor
ring (C1−C2 and C4−C5) and similarly for C6−C7 and C3−C10
that undergo considerable lengthening following the photo-

excitation. In particular, the ring double bonds increase by
0.011 Å on average and 0.03 Å for those outside the ring which
undergo the maximum elongation. Single CC bonds go in the
opposite direction; this is particularly evident for the CC
bonds of the ring that change more (0.02 Å) due to the new
electronic distribution. The triple bond of the cyano groups is
shortened in a negligible way (0.001 Å) The e!ects due to the
photon absorption are summarized here for the donor
monomer. The double bonds of the ring adjacent to the
methyl group undergo the maximum elongation (0.05 Å on
average), while the methyl groups approach to the aromatic
ring (0.025 Å) as the remaining CC bonds (0.02 Å). It can
therefore be guessed that the electronic density is spread over
all double bonds of the acceptor, and the entire molecule is
stretched in the C7−C10 direction. The six-membered ring of
the donor, on the contrary, is now stretched along the C3−C6
axes. The same considerations are reached through the study
of the frontier molecular orbitals most involved in the
electronic transition (reported in Figure 3). Furthermore, we
observe good agreement between the structural analysis
performed on equilibrium geometries and from the AIMD
trajectories. Bond lengths, bond angles, and dihedral angles are
tabulated and reported in Tables S4 and S5 in the Supporting
Information.
From the visual inspection of the AIMD trajectories sampled

in the GS and the first singlet ES with CT characteristic, we
observed that the π−π stacked arrangement of the two
monomers is favored over other typical topologies such as T-
shaped, parallel displaced, and edge to face that have never
been found. We computed the distance between the centers of
mass of the two monomers (see panels A of Figures S1 and

Figure 4. Composition of vibrational modes of interest, calculated for
the S0 (bottom) and S1 (top) electronic states. The in-plane CCN
bending mode (left) and the CC rocking mode are mainly localized
on the TCNQ acceptor and both undergo a blue shift of frequency
when in ES of about 15 and 45 cm−1, respectively.

Figure 5. In-plane CCN bending generalized normal mode composition (top) localized on the TCNQ acceptor subunit along with the time-
resolved wavelet spectrum (bottom) shown in perspective view. The magnitude |W(v,t)|2 of the power spectrum is reported as a color scale on the
right.
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S10−S12 in the Supporting Information) for each trajectory:
for the 10 ps long GS one (trj S0 in Figure S1), the two
monomers are at an average distance of 3.983 Å reaching the
maximum distance of 4.522 Å at ≃3.5 ps. The closest point of
contact occurs in 1.5 ps (3.336 Å). Two ES trajectories showed
a similar behavior (trj I S1 in Figure S10 and trj II S1 in Figure
S11); on average, the distance between the two subunits is
3.810 and 3.765 Å, respectively. Due to the new electron
distribution following the photoexcitation and the formation of
a biradical species, the CT complex is able to reach a minimum
distance of ≃0.4 Å below that observed for the GS. The last ES
trajectory (trj III S1 in Figure S12) shows a visibly di!erent
trend with maximum just above ∼6 Å within the first 3 ps, then
decreases to 2.980 Å (minimum distance), and then increase
again around ∼5 Å. The apparently discordant trend with the
ES minimum energy geometries discussed above was verified
by carefully analyzing the frames of this trajectory: at distances
close to ∼6 Å, the TCNQ monomer slipped with respect to
the donor monomer, superimposing a single region of the
molecule (NCCCN) on the TMB ring. For these geometric
implications, the distance between the centers of mass assumes
greater values than those observed for the other two
trajectories.
Vibrational Dynamics from Ab Initio Molecular

Dynamics Simulations. In this section, our main focus
concerns the vibrational analysis of two generalized normal
modes of interest extracted from the GS and the averaged ES
AIMD trajectories relying on the protocol reported in the
Methods section.
The in-plane CCN bending mode extracted from the GS

AIMD trajectory taking into account only the coordinates and
momenta of the acceptor monomer (thus to obtain a less
crowded and more resolved spectrum) is completely localized

on the TCNQ acceptor (Figure 5, top). Interestingly, the
composition of the normal mode is very similar to that
canonically obtained by the Hessian matrix diagonalization
discussed in Figure 4. The time-independent vibrational
spectrum, reported in Figure S13 in the Supporting
Information, shows two well-defined and isolated features in
the low-energy region. The main one is peaked at 334 cm−1

and represents the frequency of interest, while the less intense
at 380 cm−1 can be ascribed, with the help of Hessian-based
vibrational analysis, to another TCNQ bending mode with a
slightly similar composition. The wavelet spectrum shows a
well-resolved band centered below 500 cm−1 and exactly at 330
cm−1 in agreement with Hessian-based harmonic calculation,
whose magnitude is exhausted starting from about 6.5 ps. In
the same way, we extracted the CC rocking mode which is
depicted in Figure 6, also in this case similar in composition to
that obtained from the calculation of vibrational modes on the
GS minimum. In the related Fourier spectrum (see Figure S14
in the Supporting Information), a feature peaked at an
anharmonic frequency of 1287 cm−1 is present, and no other
important signals are detected. The associated magnitude in
the time-resolved power spectrum begins to rise from 6.5 ps
and persists for the rest of the sampled time. Available
spectroscopic data in the literature, at the best of our
knowledge, do not report about frequency values for this
specific noncovalent system in the ground electronic state;
hence, a direct comparison between our time-resolved
vibrational dynamics with experimental findings is not possible.
The vibrational dynamics of the TMB:π:TCNQ complex

has been investigated on the first singlet ES PES in which the
charge separation confers a biradical nature. Also in this case,
our focus will be the characterization of the vibrational modes
mainly involved in the photorelaxation downhill the Franck−

Figure 6. CC rocking generalized normal mode composition (top) localized on the TCNQ acceptor subunit along with the time-resolved wavelet
spectrum (bottom) shown in perspective view. The magnitude |W(v,t)|2 of the power spectrum is reported as a color scale on the right.
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Condon region. Inspecting the static vibrational spectrum
reported in Figure S15 in the Supporting Information, several
vibrational features are present, namely, due to the

contribution of vibrational modes of the TMB donor monomer
around 1000, 1500, and above 3000 cm−1, in addition to the
most important one peaked at 352 cm−1. It is also observed

Figure 7. In-plane CCN bending generalized normal mode composition (top) extracted from the average of three ES trajectories along with the
time-resolved wavelet spectrum (bottom) shown in perspective view. The magnitude |W(v,t)|2 of the power spectrum is reported as a color scale on
the right.

Figure 8. CC rocking generalized normal mode composition (top) extracted from the average of three ES trajectories along with the time-resolved
wavelet spectrum (bottom) shown in perspective view. The magnitude |W(v,t)|2 of the power spectrum is reported as a color scale on the right.
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that the vibrational mode in Figure 7 is recognizable, although
it is inherently more complex than the previous case. The
wavelet spectrum in Figure 7 shows that the band around 350
cm−1 is the main feature and that other signals observed in the
FT spectrum do not contribute significantly. Another
important observation regards the time evolution of the
magnitude of the signal: in the FSRS experiments, the TCNQ
CCN bending mode persists for ≃5 ps upon the electronic
excitation, and accordingly, our time-resolved vibrational
spectrum shows that the magnitude of the CCN mode
decreases gradually within the same time scale. This interesting
trend in agreement with experimental counterparts was always
observed for all the three sampled trajectories. The maximum
magnitude of the main band versus time, reported for
completeness in Figure S16 in the Supporting Information,
clearly highlights the activation lifetime of the CCN bending
mode.
At higher energies, the CC rocking mode of the TCNQ

acceptor is present. The composition of the normal mode is
shown at the top of Figure 8. The Fourier spectrum (Figure
S17) is more crowded, and several signals in addition to the
main one centered at 1260 cm−1 are present. As stated in a
work recently published by some of the authors,69 the wavelet
analysis applied to Q is extremely informative; indeed, from
the temporal evolution of a vibrational band, the quantification
of the anharmonic coupling between modes that occur on the
ES PES is easily accessible. By inspecting the time-resolved
wavelet spectrum in Figure 8, in addition to the main band
which shows a clear oscillatory behavior over time, the

presence of other minor components is observed. 2D-FSRS
gave an additional insight into the mode−mode coupling,
revealing that the 1271 cm−1 CC rocking mode is strongly
anharmonically coupled to the 323 cm−1 CCN bending and
the 354 cm−1 TMB out-of-plane deformation modes and also a
detectable coupling to the 105 or 151 cm−1 modes, both of
which involve deformation of the CCN angle. In order to
extrapolate detailed information about the observed frequency
modulations, we extracted the magnitude over time of the
signal centered at 1260 cm−1 (see Figure S18, top panel).
Interestingly, Fourier transforms of the frequency magnitude
fluctuations of the CC rocking mode, a clear feature at 360
cm−1, attributable to the TCNQ CCN bending (Figure S18,
bottom panel), can be observed along with several other low
frequencies related to large amplitude modes as collective
dimer modes and ring deformations (less than 300 cm−1).
We provide here in Figure 9 a further analysis that allowed

us to identify the tuning vibrational mode for the CI that
governs and controls the charge recombination internal
conversion. The vibrational analysis has been carried out on
the time evolution of the S0−S1 energy gap as an average of the
three sampled trajectories. From the Fourier transform
spectrum, a main peak at 351 cm−1 can be recognized; in
the time-resolved vibrational spectrum, a signal is present again
within the first 5 ps. This result confirms that actually the CCN
bending acts as the tuning mode modulating the energy gap
between the S0 and S1 CT electronic states.

Figure 9. Time evolution of the S0−S1 electronic energy separation (eV, top left) as an average of three ES trajectories and the time-independent
vibrational spectrum that shows a main peak at 351 cm−1 (top right). The time-resolved vibrational spectrum (bottom) highlights a signal around
350 cm−1 which lasts for ∼5 ps.
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■ CONCLUSIONS
In this study, we investigated a noncovalent π−π stacked dimer
using quantum mechanical and dynamic approaches within the
frameworks of DFT and time-dependent DFT. We explored
both the GS and the first singlet ES, with a particular focus on
the strong charge separation that occurs upon excitation.
Initially, we performed a quantum mechanical examination

of representative equilibrium structures to evaluate the
accuracy of our methods and the modeling approach. This
evaluation included a comparison of the infrared and electronic
absorption spectra to their experimental counterparts. Our
primary objectives were to characterize the potential energy
surfaces and finely assess the interplay between electronic and
structural properties following photoexcitation in the low-lying
ES. We also aimed to uncover the vibrational relaxation
process within the Franck−Condon region, which could act as
precursor steps leading to the nonadiabatic dynamics of the
photorelaxation from the CT state to the GS.
One of the most notable macroscopic e!ects observed after

electronic excitation was the convergence of the two subunits,
driven by the increased Coulombic attraction resulting from
CT from TMB to TCNQ. Additionally, the TCNQ, which
initially exhibited a quinoid structure, transitioned to a
benzenoid-like arrangement, while the TMB, an electron
donor, experienced the opposite transformation.
The core of our work relied on a recently proposed

computational protocol that involved the analysis of
generalized normal modes extracted from adiabatic ab initio
molecular dynamics simulations in both the GS and CT
electronic states. This approach allowed us to obtain time-
resolved vibrational spectra through the wavelet transform of
specific quantities.
Our findings were in good agreement with experimental

expectations. Two vibrational modes in the ES, specifically the
CCN bending mode at 352 cm−1 and the CC rocking mode
centered at 1271 cm−1, were found to play a crucial role in the
relaxation dynamics of the TMB:π:TCNQ molecular complex.
Moreover, we quantified the anharmonic coupling between the
CC rocking and CCN bending modes on the TCNQ acceptor
monomer, confirming experimental assumptions.
Importantly, our protocol allowed us to identify the

vibrational mode responsible for modulating the energy
separation between the S0 and S1 states. The CCN bending
mode emerged as the key tuning mode, potentially driving the
system into a nonadiabatic region and completing the
photorelaxation process of the entire TMB:π:TCNQ complex
back to the GS.
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