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Abstract

Recently, the car manufacturers are moving towards 
innovative Spark Ignition (SI) engine architectures 
with unconventional combustion concepts, aiming to 

comply with the stringent regulation imposed by EU and other 
legislators. The introduction of burdensome cycles for vehicle 
homologation, indeed, requires an engine characterized by a 
high efficiency in the most of its operating conditions, for 
which a conventional SI engine results to be  ineffective. 
Combustion systems which work with very lean air/fuel 
mixture have demonstrated to be a promising solution to this 
concern. Higher specific heat ratio, minor heat losses and 
increased knock resistance indeed allow improving fuel 
consumption. Additionally, the lower combustion tempera-
tures enable to reduce NOX production.

Since conventional SI engines can work with a limited 
amount of excess air, alternative solutions are being developed 
to overcome this constraint and reach the above benefit. Among 
all these solutions, replacing the spark-plug with a Pre-Chamber 
(PC) ignition system is gaining increasing interest. For this 
architecture, the combustion process starts in the PC and 

propagates in the main-chamber in the form of multiple turbu-
lent jets of hot gas, with high-turbulence level. This ensures 
stable flame propagation even under extremely lean mixtures.

In this research activity, an ultra-lean PC SI engine is 
numerically and experimentally investigated to assess the 
potential improvement of the thermal efficiency for ultra-lean 
operations. To this aim, a research single cylinder engine, 
fuelled with gasoline, is tested at fixed load and speed, real-
izing an air / fuel ratio sweep. A 1D/0D model of the examined 
engine is implemented in a commercial modelling framework 
(GT-Power™), where “in-house developed” sub-models are 
embedded, simulating in-cylinder phenomena, such as 
combustion, turbulence, heat transfer and pollutant emissions.

The numerical approach, preliminarily tuned against 3D 
simulations and experimental outcomes, demonstrated to 
accurately reproduce the engine behaviour, without requiring 
any case-dependent tuning of the model constants. Both 
numerical and experimental results proved that working in 
ultra-lean condition allows to significantly improve the indi-
cated thermal efficiency, abating the NOx emissions, while 
penalizing the HC production.

Introduction

It is now urgent to reduce much faster the transport related 
fossil CO2 emissions in order to keep hoping in the achieve-
ment of a <2°C global warming scenario. In Europe for 

example, tank-to-wheel CO2 emissions of road transport 
should be reduced by 69% by 2050 based on 2010 emissions 
(and even by 90% according to the European Green Deal) [1].

The continuous improvement of Internal Combustion 
Engines (ICEs) will support the industry in achieving this 
crucial objective by contributing to minimize the overall 
energy consumption of future hybrid vehicles that should 
represent more than 30% of the total worldwide sales in 2030 
[2,3,4] even if some local variability is to be expected because 
of future national regulations and incentives.

Electrified powertrains impose specific requirements for 
the ICE. These will only have a limited operating range while 

providing however very high efficiencies (>50%) in order to 
lower also the vehicle energy consumption even in highway 
driving conditions where hybridization usually does not bring 
any major benefit. In parallel, ICE-powered vehicles will have 
to comply with strict regulations even for still non-regulated 
emissions in order to safeguard real-world driving emissions 
and to achieve a “near zero” impact on air quality in particular 
for vehicles operating in urban environments.

Regarding Spark-Ignition (SI) ICE, downsized architec-
tures with VVT/VVA devices and turbocharging are now 
state-of-the-art [5]. Several approaches are possible to increase 
the thermal efficiency and some benefits can be obtained using 
advanced anti-knock measures, such as variable compression 
ratio [6], cooled exhaust gas recirculation [7], water 
injection [8], and passive Pre-Chamber (PC) ignition [9]. Long 
strokes combined with high compression ratios can also offer 
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further benefits [10], but in the end the fuel consumption 
advantages of all stoichiometric approaches are still rather 
limited when vehicles are tested over WLTC [11].

A significant improvement in efficiency can be expected 
by combining the above-mentioned measures with air dilution 
of the air/fuel mixture. Several publicly and privately funded 
research projects have been launched to develop so called 
“super-lean” or “ultra-lean” spark-ignited engines as they 
really represent a promising solution [12,13]. Thanks to this 
air dilution, the mixture heat capacity and the ratio of its 
specific heats can be increased which leads to a better knock 
resistance, possibly also with high compression ratios, and to 
a higher thermal efficiency. Fuel consumption can also 
be  lowered at low load since the throttling losses can 
be reduced. In ultra-lean conditions, raw NOx emissions are 
decreased thanks to lower combustion temperatures [14,15], 
and raw CO emissions are also lowered. The impact of lean 
combustion on unburned hydrocarbon (uHC) emissions is 
not as straightforward: the excess air should theoretically 
support the fuel oxidation process with limited dilutions, but 
local flame quenching is the dominating effect in ultra-lean 
conditions resulting in a potential increase in uHC emissions.

However, conventional SI ICEs running on standard 
gasoline fuel do only tolerate a moderate dilution, reducing 
thus the real advantage of lean-burn combustion [16]. An 
overall dedicated combustion system is required for ultra-lean 
operation, especially concerning the ignition system which 
must be  reliable in order to support lambda control and 
ignition close to unstable conditions. Several solutions have 
been investigated in the recent years to extend this dilution 
limit. Moriyoshi et al. [17] showed that a slight vertical fuel 
stratification could limit the bulk flame quenching and reduce 
the cycle-to-cycle f luctuations, which are typical for the 
combustion of lean air/fuel mixtures. High energy ignition 
systems can also be used such as corona ignition systems, laser 
ignition or microwave ignition [18,19,20]. Alternatively, the 
recent literature shows that the requirements for some lean 
burn concepts such as spark controlled compression ignition 
can be  completely different as the ignition and the main 
combustion phase are strongly supported by auto-ignition [21].

Active pre-chamber ignition is another possibility to effi-
ciently provide the necessary ignition energy to large volumes 
in ultra-lean conditions [18,22,23]. Contrary to passive PC, 
the active one is supplied with fuel separately from the Main-
Chamber (MC), which gives the opportunity to prepare a 
stoichiometric mixture in the PC and a lean mixture in the 
MC, both volumes being connected through small orifices. 
Combustion starts at the spark-plug located in the PC, and 
then turbulent jets of hot gases are expelled from the PC 
towards the MC, increasing the turbulence of the cylinder 
charge and allowing the spatial ignition of extremely lean 
mixtures. This method enhances the burn rate and improves 
the combustion stability [24].

Various experimental activities have already been carried 
out with active pre-chambers in the recent years either to 
assess the maximal lean limit of different PCs and engines 
configurations, or to identify the most suitable fuel to 
be  injected into the PC [18, 25,26,27,28], knowing that 
standard gasoline fuel is still the most relevant option given 
the current fuel supply infrastructure worldwide and the 

customer expectations. Several key challenges still remain 
however in order to optimize on the one hand the scavenging, 
charge motion and mixture preparation in the pre-chamber, 
and on the other hand the resulting spatial ignition process 
in the MC.

To accurately study the synergies of combustion, chemical 
kinetics and turbulence in a pre-chamber engine, the most 
suitable numerical tools are 3D CFD simulations, as shown 
in [29,30,31]. Such approach allows to investigate the effects 
of the PC design (volume, nozzle shape, hole diameter, hole 
shape, hole orientation and length) with proper reliability [32]. 
However, those analyses, due to their computational effort, 
usually cover one or few operating conditions of the engine. 
A more extended exploration of the engine behavior can 
be performed by 1D models, thanks to the lower computa-
tional burden. Reliable predictions can be achieved only if the 
1D models are supplemented by proper phenomenological 
sub-models of in-cylinder phenomena.

In the light of the above considerations, in this work a 
quasi-dimensional model for a pre-chamber engine is 
employed to evaluate the combustion process and the pollutant 
emissions. The model aims at providing a description of all 
the basic phenomena occurring in an engine fitted with a PC, 
such as, turbulence evolution, turbulence jets, flame area 
enhancement, burn rate development, and pollutant formation.

According to the authors’ knowledge, only a few predic-
tive phenomenological models, trying to describe the basic 
physics behind a pre-chamber combustion system, are avail-
able in the current literature. In [33], the modelling is limited 
to the description of turbulence and heat transfer processes 
in the PC. In [34], the combustion in the main-chamber is 
described by imposed burn rate profiles (Wiebe-functions), 
without a direct phenomenological modeling of in-cylinder 
phenomena. A first attempt to handle the influence of combus-
tion process in the pre-chamber towards the onset of the 
combustion in the main-chamber is described in [35]. Here, 
the burn rates in PC and MC are computed by Wiebe-
functions, but combustion start and initial speed in the MC 
are controlled by the intensity of the turbulent jets ejected by 
the pre-chamber. Furtherly sophisticating the process descrip-
tion, Hiraoka et al. [36] assumed that the control of the initial 
phase of the MC combustion is driven by a conical turbulent 
jet released from the PC. Once jets end, the flame propagation 
is considered self-sustained, similarly to a conventional SI 
engine. In [37], the combustion development is described by 
an entrainment effect on the turbulent jets. They are assumed 
to entrain fresh charge, releasing subsequently heat. The incre-
ment of the flame front area was hypothesized in [38] due to 
jet penetration. A transition from a drop-shaped flame to 
hemispherical is assumed, as a function of a characteristic jet 
length. These last three approaches, even if including a 
physical description of the phenomena occurring in a PC 
engine, are characterized by a limited validation range, espe-
cially in terms of air/fuel ratio. Differently from the works 
above cited, the model here proposed is validated along a large 
range of relative air/fuel ratios (λ). As an additional original 
contribution, an unconventional multi-spherical propagation 
of the flame area in the MC is here adopted.

The present work deals with the experimental and numer-
ical characterization of a Single Cylinder Engine (SCE) 
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equipped with an active pre-chamber. The paper is organized 
as follows. Firstly, the experimental set-up and 3D simulations, 
also employed for the phenomenological model validation, 
will be introduced. Then, the quasi-dimensional model will 
be presented, with emphasis on the combustion and pollutant 
descriptions. The model will be validated against experimental 
results in terms of overall performance, pressure traces, 
burning rates, combustion characteristics and pollutant emis-
sions. 13 operating points at constant speed and load will 
be investigated, with the aim to underline engine performance 
and pollutant sensitivity to λ variations from stoichiometric 
up to ultra-lean operations (λ=1.0÷2.2).

Experimental Setup and 
Tests
Experimental setup - The experimental testing was conducted 
on a SCE at IFPEN facilities. This engine was designed within 
the EU H2020 EAGLE project. It is equipped with an active 
pre-chamber containing a spark-plug and a gasoline direct 
injector. The PC has 4 holes with two pairs of different hole 
size of around 1 mm diameter to exchange gases with the 
main combustion chamber. The details of the design process 
for this SCE have already been presented in [22].

The engine has a compression ratio of around 15:1 
together with an early intake valve closing strategy (intake 
valve lift duration of 123 CAD). The intake and exhaust 
camshafts are phased in order to obtain maximum positive 
valve overlap. The fuel used for these tests is a standard E10 
gasoline. The engine is operated with a gasoline port fuel injec-
tion at 200 bar. The same injection pressure is used for the 
gasoline direct injection inside the pre-chamber. The main 
engine specifications are listed in Table 1.

Pressurized intake air is provided by an external 
compressor through a sonic flowmeter in order to simulate 
boosted conditions at the test bench. The intake dry air is 

conditioned at 40 °C for all tests. An exhaust flap is used to 
simulate the backpressure of a real turbocharging system. 
For the tests reported here, the exhaust flap position is 
adjusted in order to set the exhaust pressure equal to the 
intake pressure. Oil and coolant are supplied by external 
electrically driven pumps and temperatures are kept constant 
at 90°C ± 2°C.

Ignition and injection timings are controlled with an 
in-house IFPEN control module. The global gasoline consump-
tion is measured with a Low Pressure (LP) Coriolis 
Micromotion Elite CFM10 mass flowmeter located upstream 
the gasoline high pressure pump. A gasoline fuel rail distrib-
utes the fuel for the pre-chamber and for the main-chamber 
(port fuel injection). The gasoline mass flow rate injected in 
the PC is measured by a High Pressure (HP) Coriolis flow-
meter. Therefore, the gasoline mass flow rate for port fuel 
injection can be obtained by subtracting the measure from 
the HP flowmeter to that from the LP flowmeter. Extremely 
low injection durations and fuel flow rates (<0.5mg/st) are 
used in the PC. This means that a shot-to-shot deviation can 
be expected for the intrinsic pre-chamber injector perfor-
mance. In addition, even small rail pressure oscillations can 
further alter the shot-to-shot repeatability at such low fuel 
flow rates for which usual injection systems are not designed. 
Consequently, it means that the measure of the fuel mass flow 
rate injected in the PC might be inaccurate when extremely 
low. In the end, the consistency of each fuel mass flow rate is 
validated by the measure of LP Coriolis flowmeter.

Measurements of static pressures and temperatures are 
performed with conventional pressure transducers and ther-
mocouples during an averaging interval of 30 seconds. The 
combustion process is monitored by different pressure trans-
ducers as follows:

 • For the main combustion chamber, a Kistler 6043A 
pressure transducer is flush-mounted in the combustion 
chamber side roof;

 • For the pre-chamber, a Kistler 6054 BR pressure 
transducer is flush-mounted in the PC volume;

 • For the dynamic intake pressure, a Kulite XT123B190-
100A pressure transducer is chosen and the signal is 
sampled by an Endevco charge amplifier;

 • For the dynamic exhaust pressure, an AVL QC43D 
pressure sensor is implemented at the cylinder 
head outlet.

These pressure signals are recorded each 0.1 CAD for 300 
consecutive engine cycles. Excepting the intake pressure 
sensor, all the others sensor signals have their sampling 
performed via Kistler 5064C22 charge amplifiers. The average 
pressure traces of both PC and MC pressure sensors are used 
for performing the heat release rate analyses, as detailed below. 
The pressure transducers in MC and PC are relative and both 
pressure signals are fitted by equalizing them with the average 
value of the high frequency exhaust pressure at the end of the 
exhaust stroke, close to Top Dead Center (TDC) when pres-
sures at the exhaust and inside the cylinder are well balanced.

The main measurements performed on the single cylinder 
engine are summarized in Figure 1. Real time engine-out 
emissions (uHC, CH4, CO, CO2, O2, NO and NO2) are 

TABLE 1 Single cylinder engine main features.

Cylinder displacement [cm3] 408

Valves [-] 4

Stroke [mm] 90

Bore [mm] 76

Compression ratio [-] ~15:1

Fuel injection [-] gasoline port fuel 
injection, 200bar

Intake valve lift duration [CAD] 123 @ 1 mm lift

EVC/IVO @ 1 mm lift [CAD aTDC] +14 / +3

Peak pressure capability [bar] 180

Active PC Volume [cm3] ~1

Hole # [-] 4, two pairs of 
different hole size

Fuel inj. [-] gasoline direct 
injection, 200 bar

Start of injection MC [CAD bTDC] 140

Start of injection PC [CAD bTDC] 300©
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measured with Horiba MEXA-7100DEGR analyzer thanks to 
the exhaust gas sampling at the end of the exhaust line. The 
relative air/fuel ratio λ is determined based upon the exhaust 
gas composition. The principle is based on the balance of 
carbon, hydrogen, oxygen and nitrogen atoms between on the 
one side the exhaust gas molecules, and on the other side the 
air/fuel mixture at the intake. In these conditions, the refer-
ence λ is global, and it is not possible to determine the relative 
air/fuel ratios into the MC and PC separately. The experi-
mental assessment of the relative air/fuel ratio into the pre-
chamber is essential, but would require the use of advanced 
techniques (such as fast FID) with, however, significant imple-
mentation constraints due to the very limited access into the 
PC. This issue will be addressed with the help of the numerical 
analyses reported below.

Test specifications - The tests reported here are conducted 
in steady-state conditions at 3000 rpm engine speed and 13 
bar IMEP. This operating point is selected based upon previous 
investigations as it is expected to be close to the sweet spot 
with maximal indicated efficiency. λ is the varied parameter. 
The fuel mass flow rate in the pre-chamber is optimized at λ 
= 1.67 and is kept constant at this optimal value for the whole 
λ variation. The spark advance is set for optimal combustion 
phasing (maximum torque), if there is no knocking limitation 
(in case of knock, delayed spark advances are used until the 
knock limit is achieved). Start of injection for main-chamber 
and pre-chamber are also optimized and set constant for the 
λ variation (see Table 1).

Indicated data post-processing - The indicated analysis 
is not straightforward in a PC engine because of the mass flow 
exchanged between main- and pre-chamber through the PC 
holes. On the other hand, the traditional rearranged energy 
balance equation employed for the extraction of the burn rate 
profiles relays on the hypothesis of constant mass [39]. To 
overcome this limitation, the post-processing of the pressure 
traces in both PC and MC is here realized by an inverse ther-
modynamic model developed by the authors, where the energy 
equation is coupled to the mass balance. The PC/MC mass 
exchange is computed based on isentropic nozzle f low 
equation, where the flow area is assumed equal to the geomet-
rical area of the PC holes. This is multiplied by a discharge 

coefficient, which is tuned with the aim to reproduce the 
experimental PC/MC pressure difference during the compres-
sion phase. Preliminary calculations, not shown here for sake 
of brevity, highlighted that the proposed thermodynamic 
model and the conventional approach gave similar results for 
the burn rate estimation in the main-chamber. Concerning 
the PC, the thermodynamic model is the only path for the 
computation of the burn rate, where the hypothesis of constant 
mass is far from reality. It is worth underlining that all the 
indicated data discussed in the section about the results 
discussion, more specifically the experimental burn rate 
profiles, are derived by the thermodynamic model. Moreover, 
the latter is also employed for the extraction of characteristics 
combustion angles in PC and MC, when 10, 50 and 90% of 
mass fraction burned occur, labelled as MFB10, MFB50, and 
MFB90, respectively. In the identification of the above combus-
tion events, the burned mass is normalized by the current 
total mass, which in turn changes during time according to 
the PC/MC mass exchange.

CFD Simulation Setup
The present section describes the numerical setup used for 
the 3D simulation of the pre-chamber combustion system. 3D 
simulation has been carried out using commercial CFD code 
CONVERGE-2.4 [40]. The computational domain comprises 
of the intake and exhaust system and the simulation has been 
performed using the multi-cycle simulation approach. 
Therefore, the CFD results included in this work are derived 
from the second engine cycle.

The intake and exhaust boundary conditions in terms of 
pressure and temperature are obtained from the engine test 
bench results. The meshing of the computational domain has 
been carried out using the automated grid generation approach 
implemented in CONVERGE [41]. The base grid size in the 
computational domain is 2  mm which is refined up to 
0.125 mm in order to appropriately capture the flow and 
combustion. Moreover, the main-chamber of the combustion 
system consists of a maximum grid size of 1 mm, while in the 
pre-chamber region the maximum grid size is 0.50 mm. The 
walls of PC and MC are refined up to 0.25 mm using the wall 
embedding feature in CONVERGE. Furthermore, the 
adaptive mesh refinement tool is used in order to perform 
local grid refinement in the zones of strong gradients of 
temperature and velocity fields.

Simulation time step has been managed using the variable 
time step approach which modifies the time step based on the 
maximum limit on Courant-Friedrichs- Lewy number. Gas 
simulation has been performed using the Redlich-Kwong 
equation of state. The RNG k − ϵ is used for the turbulence 
modeling with the standard law of wall approach [42]. Heat 
transfer between the gas and walls is modelled using O’Rourke 
and Amsden model [43].

For modelling of combustion, the extended coherent 
flame model [44,45] is used, which is based on the flame 
surface density approach. SI event in the pre-chamber is repli-
cated using the imposed spark-ignition model [46] adapted 
for RANS calculations. In addition, the end gas auto-ignition 

 FIGURE 1  Measurement schematic of the single cylinder 
engine at the test bed
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has been modelled with help of tabulated kinetics for ignition 
look-up table.

Engine Model Description
The experimental set-up is schematized in a 1D framework, 
implemented in a commercial software (GT-Power™). A 1D 
approach is hence followed for the description of flow within 
intake and exhaust pipes, while the in-cylinder phenomena 
are described by phenomenological sub-models, developed 
by the authors and implemented under the form of “user 
coding”. The measured flow coefficients are imposed in the 
intake and exhaust valve objects. The average pressure/
temperature measured signals are imposed in the simulations 
at the intake and exhaust environments. In this track, the 
experimental spark timing is imposed as an input. The injec-
tion process is simulated by standard injection objects, where 
the injection timing, instantaneous fuel rate and total injected 
mass per cycle are assigned for both indirect MC injection 
and PC direct injection. More specifically, the injected mass 
per cycle is estimated by flowmeter measurements. The spray 
formation and evaporation, and the fuel wall impingement 
are not directly modeled, and empirical evaporation rates are 
assigned within both the chambers to roughly account for the 
above phenomena. This simplification is expected to not 
substantially affect the presented results, since the PC injec-
tion occurs very early during the intake stroke, while the MC 
injection is indirect, and hence adequate fuel evaporation and 
homogenization presumably take place.

The main-chamber of the engine is simulated as a conven-
tional variable 0D volume, while the pre-chamber is described 
by a constant volume. PC and MC are linked by an orifice, 
whose diameter is selected to realize the same overall cross-
sectional area as the real PC holes. The discharge coefficient 
of the orifice is selected to fit the experimental PC/MC pressure 
difference during the compression phase. Mass and energy 
balance equations are solved in both volumes and a filling/
emptying method is used to estimate the mass exchange 
between them.

Combustion model - The in-cylinder simulation is based 
on a two-zone (burned and unburned) assumption, where the 
combustion sub-model estimates the burned mass rate. This 
is here computed by a re-arranged “fractal” combustion 
model, developed by the authors in the last years [47]. The 
main difference concerns the handling of the mutual influence 
between combustion processes occurring in MC and PC.

The combustion speed, for a conventional SI engine, is 
enhanced by the turbulence, in turn mainly produced during 
the intake and compression strokes. In a pre-chamber engine, 
as described in [18], the presence of turbulent jets ejected from 
the PC additionally promotes and supports the MC combus-
tion, especially during its early stage. This phenomenology is 
considered by computing the burn rate expression as the sum 
of two terms, Eq. (2).
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The first term defines the burning rate occurring in a 
conventional engine, where a corrugated thin flame front, 
with a surface AT, locally propagates at laminar speed, SL:
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where ρu is the unburned gas density, AL (AT) the laminar 
(turbulent) flame area. The wrinkling factor AT/AL describes 
the intensity of the surface corrugations due to the flame/
turbulence interaction. In accordance with the fractal theory 
applied to the flame front geometry [47], the wrinkling factor 
can be evaluated based on length scales of the maximum and 
minimum flame wrinkling, Lmax and Lmin, respectively, and 
on the fractal dimension D3, Eq. (4).
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To evaluate the fractal dimension, an empirical correla-
tion is applied, depending on the turbulence intensity and 
laminar flame speed, as reported in [48]. To estimate the 
laminar flame speed, SL, a correlation derived from 1D simula-
tions of flame propagation in a gasoline/air mixture is utilized 
[49]. This correlation applies for both stoichiometric and ultra-
lean mixtures (from λ= 0.58 up to 2.00), covering most of the 
operating conditions considered in this work. The fractal 
model actually applies for a fully developed and freely 
expanding turbulent flame. It is worth underlining that, at 
the combustion process beginning, when the turbulence 
eddies are not able to effectively wrinkle the flame surface, 
the above-mentioned description of the flame front propaga-
tion cannot be directly considered. Likewise, at the combus-
tion completion, due to the flame front interaction with the 
combustion chamber walls, a burning rate slowdown occurs. 
Under these conditions, proper modifications of the model 
formulation are included, as detailed discussed in a previous 
work of the authors [50].

By following the hypothesis that the jets entrain fresh 
charge (air and fuel) and that the entrained mass progressively 
burns and releases heat, the burning rate contribution due to 
the turbulent jets (second term in Eq. (2)) is estimated. The 
heat release rate is assumed to be proportional to the difference 
between the current entrained mass (mentr) and its burned 
portion (mb,entr), and it is inversely proportional to a charac-
teristic time scale τ, Eq. (5). The latter is computed as the ratio 
between the Taylor length scale, ΛT, and the laminar flame 
speed, SL, on the basis of the well-known eddy burn-up 
approach [51]. The current total entrained mass, mentr, is 
computed integrating its time derivative, Eq. (6), in turn esti-
mated applying the semiempirical correlation proposed in 
[36]. The aforesaid depends on the mass flow rate coming out 
of the PC, т.

jet, on a tuning constant cjet and on the density 
ratio between PC and MC. Likewise, the burned entrained 
mass, mb,entr, is computed by the integration of Eq. (5).
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The combustion start in the PC is defined by the spark 
timing, given as a simulation input. On the contrary, the 
combustion onset in the MC is predicted according to the 
current flame radius in the PC. As soon as it exceeds a critical 
value, named rcrit, the MC combustion is activated. This 
parameter, normalized by the PC height, can be considered 
as an additional tuning constant, adjusting the combustion 
start in the MC. No direct estimation of the flame quenching 
through the PC holes is included in the model formulation. 
This phenomenology will be roughly considered by a proper 
selection of the tuning constants.

The laminar flame area AL in Eq. (3) is calculated at each 
simulation step as a function of the burned gas volume and, 
in the MC case, also of the piston position. For the pre-
chamber, a smooth spherically shaped propagation is assumed 
with a center moving at a speed proportional to the jet velocity. 
For the main-chamber, it is assumed that the flame mainly 
develops when the turbulent jets have almost dissipated their 
initial kinetic energy [53]. Presumed ignition sites are located 
along each turbulent jet, from which the flame propagates 
spherically. The position of sphere centers, unlike the PC, is 
assumed fixed during the combustion development, and given 
as an additional input parameter. Testing a moving center in 
the MC, it turns out that using this approach does not signifi-
cantly improve the simulation accuracy, but considerably 
increases the computational time. In Figure 2 representative 
flame fronts are depicted to clarify the hypothesis about the 
flame front description above illustrated.

Combustion model tuning  - For each chamber, the 
combustion model includes 3 tuning constants. They act 
respectively on the flame wrinkling, cwrk, on the transition 
between an initially-laminar and a fully-turbulent combus-
tion, ctrans as well as on the combustion tail, xwc, [50]. The above 
constants, for a pre-chamber engine, can be set independently 
for both PC and MC. Furthermore, two additional tuning 
parameters are added to control the combustion transition 
between the two chambers. The first, rcrit, as stated above, 
triggers the MC combustion start, while the second, cjet, acts 
on the burn rate enhancement depending on the penetration 
of the jets into the MC. Hence, the combustion model poten-
tially includes 8 constants, but, as clarified below, one of them 
is not actually employed. A sequential methodology is followed 
for their identification:

 1. The 3 tuning parameters are identified for the PC, 
following the procedure described in [50]. Briefly, a 
sequential identification of ctrans, cwrk and xwc is 

realized, searching for the better agreement between 
numerical and experimental combustion durations of 
early, main and completion phases, respectively.

 2. ctrans for the MC is imposed equal to 0, under the 
hypothesis that the combustion begins in a fully 
turbulent stage. The values of rcrit and cjet are selected 
with the aim of reproducing the combustion onset 
and burning speed in the main-chamber at the 
beginning of the process.

 3. cwrk and xwc for the MC are selected to adjust the core 
of the combustion process and its completion 
according to the procedure in [50].

Resort to a trial-and-error procedure, a single set of 
tuning constants has been identified, determining the lowest 
average experiment/simulation error for all the investigated 
operating conditions, especially regarding the pressure cycles 
in both PC and MC.

PC mixture stratification and scavenging - A unique 
characteristic of the presented model is the possibility to 
account for mixture stratification in the PC. To explain this 
feature, Figure 3 shows the instantaneous predicted lambda 
levels in both pre- and main-chamber. At the end of the fuel 
injection inside the PC, a very rich mixture establishes (λPC 
≈ 0.2 ÷ 0.3). Later, all along the compression stroke, lean air/
fuel mixture from the MC (λMC ≈ 1.8 ÷ 2.0) is pushed through 
the PC holes, and the λPC rapidly increases on average. As 
confirmed by 3D CFD analyses, an incomplete mixing occurs 
in the pre-chamber, which exhibits a richer mixture close to 
the spark-plug and a leaner level, similar to one in the MC, at 
the holes [52]. To mimic such behavior, a simple correlation 
is here employed, which modifies the λ value at the flame 
borderline, λF, used to compute the laminar flame speed in 
the pre-chamber. The resulting λF profile is plotted in Figure 3, 
showing that it changes from a value richer than the average 
to a value leaner than the average, during the combustion 
evolution in the pre-chamber.

Another feature borrowed from the 3D analysis is the 
possibility to control the composition of the mass flow rate 
leaving the pre-chamber as soon as the pressure increases due 
to the combustion. Initially, unburned gases are mainly 

 FIGURE 2  Flame front schematizations in PC and MC.
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 FIGURE 3  λMC (blue), λPC (red) and λF (green) inside the 
pre-chamber.
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pushed away, while hot burned gases are ejected later during 
the pre-chamber combustion, mimicking a scavenging process 
in between a perfect displacement and a perfect mixing. The 
instantaneous total, unburned and burned mass flux contribu-
tions are depicted in Figure 4 in a representative case. The 
description of both PC mixture stratification and scavenging 
helps in correctly reproducing the burn rate and the pressure 
evolution in the pre-chamber. The combustion start in the 
main-chamber is also better triggered thanks to the 
above features.

Turbulence model - For the combustion model closure, 
the turbulence sub-model developed in [54] is used. This 
allows to estimate the levels of Lmax, Lmin, and u’ in both the 
chambers. The sub-model belongs to the K-k-T family, and 
describes the energy cascade mechanism from the mean flow 
kinetic energy, K, to the turbulent one, k, also taking into 
account a balance equation for the tumble angular momentum, 
T. Additionally, it describes the turbulence production in the 
chambers, induced by the incoming/outcoming flow through 
the orifices [55]. An additional balance equation for the swirl 
motion is solved in the PC. The accuracy and the tuning proce-
dure of the turbulence model for the considered PC engine 
was presented in a previous work of the authors [55].

Following a well-assessed hierarchical 0D-3D approach 
[54], the tuning constants of turbulence sub-model are selected 
in order to fit the 3D-derived turbulent intensity profiles in 
both chambers. Figure 5 shows a comparison between the 
turbulence intensity computed by the 0D model and the one 
resulting from the mass-averaged turbulence intensity field 
in the 3D model against the crank angle, for a representative 
operating condition. The agreement is very satisfactory for 
the MC (continuous red line) during the intake and compres-
sion phases, and also close to the firing TDC. Here, due to the 
collapse of the tumble motion, a less intense turbulence decay 
occurs. The PC turbulence (dashed red line) presents a turbu-
lence peak close to the bottom dead center, which is due to 
the direct fuel injection. Then, it smoothly increases, during 
the compression stroke, as a consequence of the incoming 
flow from the main-chamber. The above trends are in good 
agreement with the 3D simulations. During the combustion 

phase, due to dissipative effects, a sudden turbulence decrease 
appears in the PC, discontinued by a local peak related to the 
flow coming from the main-chamber. This last appears in both 
0D and 3D curves, although with a certain angular misalign-
ment. The turbulence in MC exhibits a decreasing trend across 
the TDC similarly to the PC one, even if with a reduced rate. 
The dissipative effects determine a continuously decreasing 
tendency during the expansion stroke in both MC and PC, 
which are captured by the 0D model in good accordance with 
3D results.

Heat transfer - A Woschni-like correlation is employed 
for the heat transfer in the pre- and main-chamber [56]. 
According to the standard formulation, the wall heat losses 
are assumed to be controlled by the pressure and temperature 
within the volume. An additional dependence on the mean 
flow velocity, derived by the above turbulence model, is intro-
duced, which replaces the traditional dependence on the mean 
piston speed [56]. This allows to properly handle the heat 
transfer estimation within the PC, where the traditional 
Woschni correlation cannot be straightforwardly applied.

Pollutant emission - The model allows to estimate some 
regulated cylinder-out emissions, namely CO, uHC, and NO. 
For the evaluation of CO and NO, a multi-zone approach is 
applied in both PC and MC to mimic the burned gas tempera-
ture stratification. Each burned parcel is compressed/
expanded adiabatically according to the in-cylinder pressure. 
The local zone temperatures are used to estimate the time 
evolution of the above pollutants according to chemical 
kinetics. More specifically, the well-known extended Zeldovich 
mechanism is applied for the evaluation of the NO kinetics 
[57], whereas the CO evolution is computed with a two-step 
reaction scheme [16]. The experimental findings show that in 
ultra-lean engines, the nitric emissions are mainly composed 
of NO2. For this reason, in the adopted approach, the NO 
production derived by the Zeldovich mechanism is assumed 
to completely oxidize into NO2 when the burned gases evolve 
along the exhaust pipes. Concerning the uHC simulation, the 
model is applied only in the MC, neglecting the PC contribu-
tion. The model considers uHC emissions related to both 
crevices and wall quenching. A simple filling and emptying 
model is applied for the estimation of uHC emission from the 

 FIGURE 4  Total (black), unburned (blue) and burned (red) 
mass flow rate contributions through the orifices (positive 
values mean the flow enters the pre-chamber).
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 FIGURE 5  1D/3D comparison of turbulence intensity in PC 
and MC.

©
 S

A
E 

In
te

rn
at

io
na

l.

Downloaded from SAE International by Vincenzo De Bellis, Wednesday, February 14, 2024



De Bellis et al. / SAE Int. J. Advances & Curr. Prac. in Mobility, Volume 3, Issue 4, 2021 2000

crevice regions [58]. For the sake of simplicity, the only crevice 
region here considered is the volume between the cylinder 
liner and the top land of the piston ring pack. In this track, 
the temperature of the unburned gas trapped in this volume 
is considered to be the same as the piston wall. The pressure 
within the crevice is supposed equal to the cylinder one. 
Concerning wall quenching uHC source, a simplified model 
is here employed, where the wall flame extinction distance is 
estimated by the correlation in [59]. The area swept by the 
flame front is computed in real time during the simulation by 
a simplified geometrical schematization of the flame front. In 
this way, the amount of fresh gases which does not burn due 
to the flame propagation is appraised. The model, in the 
current version, does not consider the uHC formation from 
bulk flame quenching [60]. This phenomenon mainly depends 
on fuel inhomogeneities, which may cause the flame extin-
guishment in the combustion chamber regions where the 
mixture is the leanest. This is a complex 3D problem, which 
will be  addressed in the next development of the model 
thorough the introduction of a presumed air/fuel stratification 
in the MC, possibly derived from 3D analyses.

UHCs from crevices and wall quenching partly oxidize 
according to the kinetic rate proposed in [61]. It is worth 
underlying that the uHC model interacts with the calculation 
of the burn rate, since the uHC trapped in the crevices and 
subjected to the wall quenching do not participate to the heat 
release due to the regular combustion development. Only the 
fraction of above contributions which post-oxidizes is taken 
into account in the calculation of the burn rate. A tunable 
fraction (7% in the results proposed in the following) of post-
oxidized HC is assumed to not fully oxidize and to transform 
in CO, which is added to the CO production from the above-
mentioned two-step kinetic mechanism. This last would have 
resulted in a negligible CO formation due to the ultra-lean 
operation, typical of the considered engine. Hence, the HC 
post-oxidation is assumed to be the main responsible for CO 
emission. The estimated instantaneous concentrations of the 
pollutant emissions are imposed as boundary conditions at 
the exhaust pipe inlet. In this way, the species are transported 
along the exhaust line, and pollutants are detected at the same 
location where the probes for pollutant measurement are 
placed. The pollutant emissions are provided as output under 
the form of both concentrations and Indicated Specific (IS) 
indices, namely ISNO2, ISuHC and ISCO.

Engine Model Validation
The model validation is realized by comparing the simulation 
predictions with the experimental findings for all the available 
operating points. In a first stage, it is discussed in terms of 
experimental/numerical comparisons between global perfor-
mance as a function of the total relative air/fuel ratio, including 
the Root Mean Squared Error (RMSE) as a global indicator 
of the model accuracy. The air flow rate, depicted in Figure 6, 
is satisfactorily predicted, with an error within the band ± 1%. 
The related RMSE of 0.39 kg/h denotes an accurate schema-
tization of the intake and exhaust pipe geometry and a proper 
specification of the valve flow coefficients. The IMEP values, 

illustrated in Figure 7, are satisfactorily computed, with a 
model error of ± 1% in most of the operating points, and a 
RMSE of 0.062 bar. Figure 7 also depicts the measured 
Coefficient of Variation (CoV) of IMEP. This highlights an 
allowable level (below 1.3%) for λ lower than 2, while substan-
tially increases for the leanest cases. These additional data will 
help the interpretation of the emissions results. The combina-
tion of IMEP and air flow rate results in a good prediction of 
the indicated efficiency, as shown in Figure 8. The model finds 
a maximum efficiency of about 47% at λ = 2, in accordance 
with the experimental findings, with an improvement greater 
than 5 points compared to the stoichiometric case. Moving 
from the stoichiometric case, leaning the mixture determines 
less intense heat losses and more favorable thermo-chemical 
properties of the in-cylinder mixture (lower ratio of specific 
heats), reflecting on the efficiency improvement. The more 
pronounced efficiency gaining for λ lower than 1.5 is promoted 
by the possibility of progressively anticipating the combustion 
phasing, thanks to a higher knock resistance of the air/fuel 
mixture, as clarified in the following. Moving towards λ 
greater than 2, the efficiency reduction is caused by the 
combustion slowdown, which also determines a greater 
presence of uHC, which subtracts a fraction of heat to the 
combustion process. Also, this aspect will be discussed below, 

 FIGURE 6  Experimental/numerical air flow rate 
comparison against the relative air/fuel ratio.
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 FIGURE 7  Experimental/numerical IMEP comparison 
against the relative air/fuel ratio, experimental CoV of IMEP.
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in the comments to the pollutant emission model results. The 
interpretation of the efficiency variation with λ is supported 
by Figure 9, which depicts the computed wall heat losses. More 
specifically, the figure shows the wall heat losses in PC and 
MC, normalized by total energy introduced in the engine by 
the injected fuel. Figure 9 points out a relative reduction of 
the wall heat losses by leaning the air/fuel mixture, which is 
due to reducing in-cylinder temperatures. In particular, the 
losses pass from about 14% under stoichiometric mixture 
down to about 8% for the leanest case. The simulations also 
highlight that the wall heat losses in the pre-chamber have a 
lesser importance compared to the MC ones, and slightly 
increases with λ.

Since the spark timing is imposed in simulations, the 
MFB50 angular position in PC and MC can be considered as 
a measure of the overall combustion model reliability. Note 
that the MFB50 angular position extracted from the 1D simula-
tion is computed as the ratio of the burned mass and the 
current total mass, accounting for the PC/MC mass exchange, 
congruently with the approach used in the indicated analysis. 
Figure 10 shows a good model accuracy for both pre-chamber 
and main-chamber, with an RMSE of 1.44 CAD and 0.44 

CAD, respectively. The figure confirms that, leaning the 
mixture, the spark event can be progressively advanced thanks 
to the higher knock resistance of the in-cylinder mixture. The 
plot also underlines that an experiment-advised optimal 
MFB50 at about 5 CAD aTDC is reached when λ is greater than 
1.5, while, for lower λ, a delayed non-optimal combustion 
phasing is mandatory. Figure 10 also highlights that the 
combustion speed in the PC is slightly sensitive to the overall 
air/fuel, being the MFB50 angular position primarily controlled 
by the SA phasing. This is due to the flexibility of an active 
pre-chamber device, where the PC local air/fuel ratio can 
remain close to the stoichiometric level whatever is the λ in 
the main-chamber. This is clearly shown in Figure 11, where 
the estimated λ level in the pre-chamber at the spark event is 
plotted against the total air/fuel ratio. Figure 10 also points 
out that the combustion speed in the MC slows down by 
leaning the reactive mixture. This is well captured by the 
model, thanks to the reduction of the laminar flame speed.

A satisfactory prediction of the combustion phasing and 
speed in both PC and MC is confirmed by the comparisons 
of the peak pressure crank angle locations and levels, depicted 
in Figure 12 and Figure 13, respectively. Concerning the MC, 

 FIGURE 8  Experimental/numerical indicated efficiency 
comparison against the relative air/fuel ratio.
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 FIGURE 9  Numerical wall heat losses normalized by the 
total fuel energy in PC and MC against the relative air/fuel ratio.
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 FIGURE 10  Experimental/numerical MFB50 comparison in 
PC and MC against the relative air/fuel ratio.
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 FIGURE 11  Numerical relative air/fuel ratio in the pre-
chamber at the spark event against the relative air/fuel ratio.
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the predicted peak pressure angular position appears slightly 
advanced in the comparison with the experimental counter-
part. This is due to some inaccuracies in the description of the 
combustion tail, as better clarified in the following. The results 
in terms of global performance parameters and combustion 
events demonstrate the consistency and reliability of the 
proposed numerical approach, considering the relevant varia-
tion range of the air/fuel ratio and the absence of a case-depen-
dent model tuning.

A deeper insight in the combustion model reliability is 
given by the experimental / numerical comparisons of the 
pressure traces (Figure 14) for 4 representative cases, and of 
the related burn rates (Figure 15). In those figures the experi-
mental (numerical) data are represented with black (red) 
curves, continuous or dashed for the MC or PC, respectively. 
As a first consideration, the pressure difference between PC 
and MC during the compression phase is well captured by the 
simulation, thanks to a proper selection of the flow coefficient 
of the orifice linking PC and MC. The pressure rises in the PC 
due to the combustion is well reproduced in all case. Minor 

inaccuracies appear in the pressure decreasing phase, espe-
cially for the leaner cases. Concerning the MC, the model 
accuracy in the first part of the combustion process is very 
good. More specifically, the simulation demonstrates to 
adequately predict the burn rate knee, which is due to the 
combustion enhancement caused by the hot turbulent jets 
ejected by the PC.

 FIGURE 12  Experimental/numerical angular position 
comparison of peak pressure in PC and MC against the relative 
air/fuel ratio.
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 FIGURE 13  Experimental/numerical comparison of peak 
pressure in PC and MC against the relative air/fuel ratio.
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 FIGURE 14  Experimental/numerical comparison of MC and 
PC pressure traces at (a) λ=1.00, (b) λ=1.54, (c) λ=1.99, (d) 
λ=2.18.
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The model follows quite well the λ variation, overesti-
mating its effect only for the leanest case (Figure 14(d)). 
Moving on during the combustion, the burn rate presents a 
slope reduction, which can be related to the onset of a regular 
self-sustained flame propagation. This rate reduction is more 
evident in the cases with leaner air/fuel mixtures, and this is 
captured by the model by the reduction of the laminar flame 
speed. After this phase, the burn rate presents its maximum, 
followed by a gradual decrease, caused by the contact of the 
flame front with the combustion chamber walls and by the 
cross-interaction of the multiple flame fronts. The systematic 
disagreement between numerical and experimental trends 
towards the combustion end is probably due to the absence 

in the flame front geometrical schematization of its conical 
propagation. This possibly sustains the flame front surface 
extension during the last portion of the process, but, at the 
combustion completion, this a lso determines its 
sudden decrease.

As an additional results of the proposed methodology, in 
Figure 16-Figure 18, the experimental/numerical comparisons 
between the indicated specific NO2, uHC and CO emissions 
are reported. Figure 16 underlines a good model accuracy in 
the prediction of NO2 emissions. As expected, while leaning 
the air/fuel mixture, thanks to the lower temperatures of the 
burned gas, the NO2 production rate is less intense. As a 
peculiar feature of the proposed approach, the model allows 
to distinguish the NO2 productions from PC and MC, as 
reported in Figure 16. This last depicts the percentage of NO2 
arising from the PC, normalized by the total production. 
Figure 16 points out that the main source of NO2 is the main-
chamber for λ below 1.7, while leaning the mixture the PC 
production assumes an increasing importance, and becomes 
the unique contribution for λ above 2.1. In Figure 17, both 
computed and measured uHC emission present an increasing 
trend when the mixture becomes leaner. This can be justified 
by a less effective post-oxidation process of the uHC released 
from the crevice volumes, due to lower in-cylinder tempera-
tures. The model is able to describe the above phenomenology, 
denoting a sensitivity to λ variations similar to the experi-
mental data. On the other hand, excepting for the less lean 
cases, it underestimates the ISuHC level. For the leanest cases 
(λ>2), the measured ISuHC presents a higher sensitivity to λ, 
whose trend brings up. This is probably due to the combined 
effect of combustion cyclic instabilities (see Figure 7), which 
determines the combustion incompleteness of some indi-
vidual cycles in experiments, and to the increase of the relative 
weight of the uHC related to flame quenching. While the first 
effect cannot be straightforwardly taken into account in the 
proposed methodology, which does not consider the cyclic 
variability, the second effect is partly modeled. The relevance 
of such aspect is highlighted in Figure 17, where an additional 
line is introduced, depicting the numerical results without 
uHC related to wall quenching. A better prediction would 
have been expected if, in addition to wall quenching, the bulk 
quenching had been taken into account. This issue will 

 FIGURE 15  Experimental/numerical comparison of MC and 
PC burn rates at (a) λ=1.00, (b) λ=1.54, (c) λ=1.99, (d) λ=2.18.
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 FIGURE 16  Experimental/numerical ISNO2 comparison 
against the relative air/fuel ratio.
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be addressed in the next development of this activity. As 
already mentioned, the progressive increase of the uHC 
emission is one of the reasons of the indicated efficiency trend 
flattening and reduction by leaning the mixture. This is satis-
factorily captured by the model, as highlighted in Figure 8. 
Figure 18 reports the experimental/numerical results for 
ISCO. The figure shows a reduced sensitivity of experimental 
ISCO to the λ variation, excepting for the extreme cases. The 
operating point at nominal stoichiometric air/fuel mixture 
features a predicted λ slightly lower than the unit. In this 
condition, even a small O2 deficit causes, as known, a certain 
CO over-production, if compared to lean cases. This is detected 
by the model, even if with a reduced extent in the comparison 
with experimental datum. For the leanest cases (λ>2), as 
already mentioned, incomplete combustions and flame bulk 
quenching may occur in some individual cycles, affecting CO 
production. Those aspects are not yet considered in the 
presented model and constitute potential improvements for 
the next developments. In the operations with intermediate 
λ values, predicted CO emission presents an almost flat trend 
with the air/fuel mixture, similarly to the experimental coun-
terpart. This behavior is captured mainly thanks to the CO 

contribution arising from HC post-oxidation. Despite of the 
above-mentioned inaccuracies, the pollutant production sub-
model furnishes satisfactory results, being capable to correctly 
sense the superimposed variations of in-cylinder thermody-
namic conditions (pressure, temperature) and composition 
(air/fuel mixture).

As a final consideration, it worth mentioning that the 
model potential was also tested at engine speeds and loads 
different from the operating point here considered. The related 
results are not shown here for sake of brevity. In those analyses, 
a combustion lengthening emerged under ultra-lean condi-
tions (λ = 2.0) at increasing speed. Indeed, in these conditions, 
the laminar flame speed is rather reduced over the whole 
operating domain, and the combustion speed enhancement 
due to turbulence increase at rising speed is not enough to 
avoid or limit the combustion angular duration lengthening. 
The engine load instead seems to not particularly affect 
combustion duration, leading to an unallowable lengthening 
only at very low load. This is due to a less effective PC scav-
enging and to undesired enrichment of PC air/fuel mixture. 
Those outcomes will be experimentally verified in the next 
development of this activity.

Conclusions
In this work, the potentialities of an ultra-lean pre-chamber 
SI engine, developed in the framework of the EU H2020 
EAGLE project, are presented through numerical and experi-
mental analyses. For this work, the single cylinder engine 
under study was tested in a representative operating condition 
(3000 rpm at 13 bar IMEP) over a λ sweep from stoichiometric 
up to ultra-lean (λ = 2.2) conditions.

A 1D model of the tested engine was developed, including 
refined phenomenological sub-models describing complex 
in-cylinder phenomena, such as turbulence, combustion, heat 
transfer, and pollutant emissions. The fractal combustion 
model, suitable for a conventional SI engine, was extended to 
handle the pre-chamber architecture. The model takes into 
account the turbulence and burn rate enhancements in the 
main-chamber due to the burned gas jets emerging from the 
pre-chamber.

Both numerical and experimental results demonstrated 
the potential of this combustion concept, highlighted by an 
improvement of the indicated efficiency greater than 5 points 
passing from stoichiometric to ultra-lean conditions, with a 
maximum at λ = 2.0.

The model accuracy was verified against the experimental 
pressure traces in both PC and MC and against the global 
engine performance parameters. The results underlined the 
good model capability in predicting air flow rate, IMEP and 
indicated efficiency. Concerning the pressure traces, the 
related burn rate profiles and the main combustion events, 
the experimental / numerical agreement is satisfactory, 
considering that the results were obtained without modifying 
the tuning constants for all the tested operating conditions. 
The combustion completion description denoted some inac-
curacies, probably due to some lack in the description of the 
flame front surface in this combustion phase. The model also 

 FIGURE 17  Experimental/numerical ISuHC comparison 
against the relative air/fuel ratio.
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 FIGURE 18  Experimental/numerical ISCO comparison 
against the relative air/fuel ratio.
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proved a good prediction of NOx emissions, while uHC and 
CO computations denoted a lower accuracy.

Next steps of the numerical activity will concern the 
modeling of the flame quenching effects that occur when the 
flame passes though the PC holes or when the turbulence-
induced strain rate becomes very high. The simulation of the 
flame bulk quenching will be introduced, as well, to improve 
uHC model predictivity under very lean conditions (λ > 2.0). 
Moreover, a refined description of the flame front geometry 
will be introduced, also considering the possibility of a conical 
flame propagation, in addition to the already considered 
spherical propagation.
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CFD - Computational fluid dynamics
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CO2 - Carbon dioxide
CoV - Coefficient of variation
HP - High pressure
ICE - Internal combustion engine
IMEP - Indicated mean effective pressure
IS - Indicated specific
LP - Low pressure
MC - Main-chamber
MFB - Mass fraction burned
NOX - Nitrogen oxides
PC - Pre-chamber
RMSE - Root mean squared error
RNG - Renormalization group
SA - Spark advance
SCE - Single cylinder engine
SI - Spark ignition
TDC - Top dead center
uHC - Unburned hydrocarbon
VVA/VVT - Variable valve actuation / timing
WLTC - Worldwide harmonized light vehicle test cycle

Symbols
AL, AT - Laminar / turbulent flame area
cjet - Fresh charge entrainment multiplier
ctrans - Laminar turbulent transition multiplier

Cwc - Wall combustion tuning multiplier
cwrk - Wrinkling multiplier
D3 - Fractal dimension
k - Turbulent kinetic energy
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K - Mean flow kinetic energy
Lmin, Lmax - Minimum / maximum flame front wrinkling scale
M - Mass
rcrit - PC critical radius for MC combustion start
SL, ST - Laminar / turbulent flame speed
T - Tumble angular momentum/Temperature
t - Time
u’ - Turbulence intensity

Greeks
ΛT - Taylor length scale
λ - Relative air/fuel ratio
ρ - Density
τ - Entrainment characteristic time

Subscripts
10 / 50 / 90 - Referring to 10 / 50 / 90% of mass fraction burned
b - Burned
entr - Entrainment
F - Related to flame
fractal - Related to fractal approach
jet - Related to turbulent jet
MC - Related to main-chamber
PC - Related to pre-chamber
u - Unburned

Superscripts
. - Temporal derivative
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